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Abstract

This paper examines the implications of “moderrgulatory governance - i.e. the
creation of Independent Regulatory Authorities (HRA for the capital investment
decisions of a large sample of EU publicly tradedutated firms from 1994 to
2004. These firms provide massively consumed sesyicand this is why
governments are particularly sensitive to regulatecisions and outcomes. We
therefore analyze and empirically investiggtevhether the inception of IRAs may
reduce the time-inconsistency problems undermigmgpany investment, ang
whether governments’ political orientation and desil state ownership interfere
with investment decisions. We control for the ptisdnendogeneity of the key
institutional variables by drawing our identifiaati strategy from the political
economy literature.Our results show that regulaiodependence has a positive
impact on regulated firms’ investment while private. state ownership is not
significant. The executive’s political orientatioalso matters, as company
investment increases under more conservative antetrariented governments,
but the impact seems to reverse when the IRA glage. Our evidence suggests
that the interaction of politics with the functiors the IRA can undermine
investment decisions whenever a formally independegulator coexists with a
strongly ideologically driven executive, as thidikely to introduce instability and
uncertainty in the regulatory framework.
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1. Introduction

Since the early 1990's, the public utility sectothe European Union has gone through substantial
structural reforms that include liberalization dketmarkets, privatization of state-owned utilities
and the institution of independent agencies to legguthe provision of utility services. When
evaluating the effect of these reforms, infrasuitetinvestment is perhaps the most important
economic dimension because of its impact on welfar@ dynamic efficiency. On the one hand,
public utilities typically deliver essential sereg through a network, which must be constantly
maintained and upgraded to provide them in appatgrjuantity and quality, and at reasonable
prices. On the other hand, infrastructure investmgnan acknowledged driving force of the
economy and a major determinant of economic growtten used as a counter-cyclical policy
tool! Guthrie (2006), for example, estimates that netwandustries, like energy,
telecommunications, railways, airports, ports aratew supply contribute, on average, 5% of the
GDP of OECD countries, while gross fixed capitahfation in these industries adds up to almost
15% of total investment in the non agriculturaliness sector.

The implementation of market liberalization, prization, and of regulatory reforms,
however, differ considerably across member stated mdustries, because the European
Commission set the general framework and the guaigewnhile national governments set the pace
of the process. The most important of these refoisnperhaps the institution of Independent
Regulatory Authorities (IRAs) spurred by the EurapeCommission to regulate the activity of
network industries and to discipline the potentiahflict of interest between the Government and
state owned utilitie$.In this paper we study how varying regulatory itmsions and ownership
patterns affect regulated firms’ investment dedcisicontending that the establishment of
Independent Regulatory Authorities has a positifieience on public utilities’ investment and that
this influence is entwined with the residual preseof state ownership and with the government’s
political stance about state intervention in thensmmy.

Why is regulatory independence so critical? Whegulaors are “not independent”, the
government can either directly force or indiredtifftuence them to ex-post modify their decisions,
thus constraining their ability to commit to the&gulatory policy. This lack of commitment leads
to time-inconsistent decisions, undermining firmm/estment incentives: if regulators ex post are
induced to revise their decisions, capital expemes# in new infrastructure, typically large, specif

and sunk, can be expropriated, or not fully recesidsy the investing firm. Thus, uncertainty in the

lUsing data on the telecoms market,Koutroumpis (28B8ws that the average impact of new investmehtéadband
networks on GDP is 0.63% (for the EU-15, in theiqubr2002-2007), that is, 16.92% of total growthtlins period.
Greenstein and McDevitt (2009) show that broadbanestment accounted for $28 billion of US GDP @08.

2 The OECD describes IRAs as “one of the most widkssp institutions ofmodernregulatory governance” (OECD,
2002).



regulatory policy negatively affects the firm’s astment decisions. The rationale behind the
creation of an independent authority lies in theerapt to insulate regulators from political
interference aimed at influencing regulated firims’estment or employment decisions, particularly
when the government has ownership stakes in thgyti Institutions like central banks and IRAs,
are typically designed to limit political interferee and supposed to enhance regulators’ credibility
and commitment. Therefore, the design of regulatory authoritiesredible, includes institutional
arrangements that restrain the government from rypistically expropriating the utilities’
investments.

Utility sectors, however, are a special case ddragt because the services they provide are
massively consumed by the citizenry, and governsbave the latitude to influence the pace of
liberalization, privatization and regulatory refanin line with their political stance and objeetv
This implies that politicians and interest groupsgeneral will be particularly concerned about
regulatory decisions that may affect the provisibmtility services. Therefore, despite EU driven
product market reforms, and even though an indepr@négulator exists, politicians may still try to
pursue their partisan goals by interfering withi(are and state owned) public utilities’ decisions,
as they strive to be reelected or simply becausg Want to achieve their own favorite policy
outcome.

The degree of independence and the credibilityesly set up regulatory authorities are
likely to depend on how much power Governmentsaaligng to delegate. A regulatory agency can
be provided with formalindependence or authority, with the right to decide on specified matters,
but thisformal authority not necessarily confergeal authority, that is the effective control over
the decisions, thus limiting theal independence of the regulatory agency from polithgghion
and Tirole (1997) present a theory of the allocatiof formal and real authority within
organizations which shows that an increase in #a authority (i.e. in delegation of powers)
enhances the regulator's incentive and initiatiee acquire the relevant information on the
corresponding activity, but results in a loss aiftcol by politicians. This causes a trade-off betwe
loss of control and regulatory initiative that affe the degree of delegation from politicians to

regulators and in turn the credibility and effeetiess of regulatory intervention.

% That politicians may be “bad regulators” is elouhe described by Stigler (1971, p. 3): “the paiii process defies
rational explanation: ‘politics’ is an imponderapdéeconstantly and unpredictably shifting mixtufdayces of the most
diverse nature, comprehending acts of great maralev(the emancipation of slaves) and of the mofgar venality
(the congressman feathering his own nest)”.

“Alesina and Tabellini (2008), studying the normatiriteria that allocate tasks between politiciand bureaucrats,
hold that regulation of public utilities is an exalm of “policies that lend themselves to bureaucrdélegation, since
they pit special interests against those of conssiras a whole” (page 444). Perino (2010) shows dletegation
unambiguously increases credibility, especially whew information affects the ex ante policy.



The complex nature of the link between independegtilation and politics motivates the
following research questions, i.e. Does the creatibindependent regulatory agencies affect public
utilities’ investment decisions, and do privatizatd partially privatized firms respond differently?
What is the interaction with politics? Does the IRécceed in constraining political interference in
public utilities’ investment decisions? To answhede questions, we estimate an econometric
model of EU regulated utilities’ investment in whiwe take explicitly into account (i) the degree
of independence of regulatory agencies, as it saagoss sectors, countries and time; (ii) the
degree of government’s ownership of regulatedtigdj as it changes over time and across firms,
and (iii) the change in political orientation of timmal governments over time, as this may
ultimately influence the regulatory climate to Ligher pro-firm or pro-consumers.To measure
regulatory independence we use two alternativealsbes: a dummy that equals 1 in the year the
Independent Regulatory Agency (IRA) was set upthedeafter, and an index of formal regulatory
independence (Gilardi, 2002 and 2005) which is thase key dimensions of the regulatory
framework, such as the financial and organizaticmaionomy of the agency, the degree of
accountability to the government and the parliamtér@ scope of regulatory competencies and the
status of the agency head and of the members ofgeament board. We focus on formal
independence because, to our knowledge, no indexes$ that quantitatively measure actual
(informal) independence of European regulafors.

Our paper belongs to the recent strand of theigalieconomy literature that investigates
the impact of either policy reforms or institutioos a variety of economic dimensions, addressing
the potential endogeneity of reforms. One brancthisfliterature has a broad historical perspective
to analyse how social and political institutiongeaf economic developmehtAnother strand
investigates the micro-economic consequences armsf Among the others, Bertrand and
Kramarz (2002) study the effect of labour markedtitntions on employment growth in France;
Besley and Burgess (2004) investigate the impadalmdur regulation reforms on the economic

performance of manufacturing industry in India; #\teet al. (2005) study the effect of product

®> See Friedman (1962) and Alesina and Rosenthal5[1f® a general review of the impact of partisaniitizs and
ideology on economic policies. Leftwing parties aaeely associated with market-oriented policiehjlevrightwing
parties are more in favor of deregulation and ieskned to sustain consumers’ interest than lefgyyarties (see also
Benoit and Laver, 2006). This insight is consistaith empirical evidence on the effect of governtieideology on
fiscal policy suggesting that left-wing executive® more willing to increase taxation and publipenditure (size of
the government) than right-wing one; see, amongthers, Alesinat al. (1997), Perotti and Kontopoulos (2002), and
Ticchi and Vindigni (2010).

® As long as we rely on existing indexesfofmal independence, we mainly address the independdnesgualators
from executives and politicians rather than from tbgulated firm’s stakeholders. This issue isoneythe scope of the
paper, as it implies that we deal with problem$obbying and regulatory capture, for which the dat&urope are not
available. For a survey on regulatory capture /As@estrong and Sappington (2007).

" See, among the others, Persson and Tabellini §199®moglu, Johnson and Robinson (2001), Persg602),
Aghion et al. (2010) and Tabellini (2010).



market reforms on liberalized sectors’ aggregatestment. More recently, Aghien al. (2009)
study the impact of market entry on incumbent firmaovation and productivity, while Da Ra

al. (2010) analyse the effect of changes in corporateme taxation on entrepreneurship and firm
entry conditions. The focus of this paper is om8&f responses to institutional reforms, in that we
look at the effect of an institutional change inmpénted by national governments, such as the set
up of the IRA, on public utilities’ investment dsns. To this aim we construct a firm-level panel
dataset on 80 publicly traded EU utilities in engrgelecommunications, water and transport
infrastructures covering more than 85% of quotertbgean utilities from 1994 and 2004, which we
complement with country and sector specific vagalio cover the regulatory framework and the
political environment. We follow Acemoglu (2005hw illustrates why political institutions — in
our case the IRA itself - should be treated as gedous, and we use an identification strategy
borrowed from the applied political economy literat to control for the potential endogeneity of
the key institutional changes that may have aftepigblic utilities in the time horizon under study
— such as the establishment of the independentateguits relationship with politics, and the
privatization process.

This paper departs from existing work in at leastrfdirections. First, while most studies
typically focus on utilities in developing counsieve test our models on a large panel of European
firms. Europe is particularly interesting, but cdeyy due to its multidimensional institutional and
political differences, and this complexity probalayplains the limited number of studies on the
impact of regulatory reforms in Europe. Secondyalgh other papers do examine the relationship
between regulatory framework or independence angesiment, they do not consider its
interactions with firm ownership and governmenttiganship. Third, in our econometric analysis,
we use a structural model of investment, the Easbgration approach, which allows us to test
whether the equilibrium level of investment changd®n the regulator is independent and when
the firm is partially owned by the state while alsmtrolling for the impact of the Government’s
political orientation (i.e. pro-consumers versus-firm ideology). Four, we control for the potemtia
endogeneity of the institutional variables includedhe model. In fact, politicians may decide to
establish an independent regulator because thely eexpand or modernize the country’s
infrastructure; politicians might thus decide tdedmte some power in order to make the regulatory
environment more stable, reduce the threat of bipldnd provide stronger investment incentives to
the regulated firms. By the same token, the detisioprivatise a state-owned incumbent firm is
also likely be influenced by the need of huge itwents in the sector. We thus allow for the

potential endogeneity of these variables and relyirstrumental variables techniques, using



alternative sets of instruments that capture charatics of the political and financial institutis to
identify the direction of the relationship betwaenestment, independent regulation and politics.

Our results show that regulatory independence doatier for investment of regulated
firms. More specifically, investment increases wha@nlRA is in place, or the more independent is
the regulator, and this effect is independent whfownership as well as of the extent of market
liberalization. Moreover, the government’s politicaientation does matter, as firm investment is
found to increase under more conservative (projfgovernments, but this effect appears to revert
if an IRA exists, and the higher is regulatory ipeiedence. On the one hand, our results suggest
that the IRA provides regulated firms’ investmergcidions with a shield against political
interference; on the other hand, the evidence sigghat the interaction of politics with the
regulatory functions of the independent authoritas be detrimental when the political stance of
the executive moves toward the extreme rightwinghef political spectrum. Our interpretation of
this result is that the tension arising betweeariaély market-oriented governments and regulators,
obviously bureaucrats whose task is to intervenedoect market failures, undermine firms’
investment incentives.

The rest of the paper is organized as follows. &cti®n 2, we review the literature
background. In Section 3, we describe the instingi context. In Section 4 we present our
identification strategy and in Section 5 we deseribe dataset and define the variables and the
instruments. In Section 6, we present the econaeneiwmdel and the estimation methodology while

in Section 7 we present the results. Section glades.

2. Literature background

Regulated firms have to incur substantial investnexpenditures to construct and operate
network infrastructures. Since public utility se@$ are used by a large portion of the population,
their prices are an issue of public concern, amguilegors might be urged by public pressure and
politicians to revise regulated charges as soonvastment expenditures are sunk.

The importance of regulatory independence is cjoasbkociated to the problem of time-
inconsistency in regulation, i.e. the well-knowgukatory opportunism, or hold up, probl&rthe
theory shows that regulatory opportunism leads leeégd firms to underinvest (Besanko and
Spulber, 1992). Whenever regulators cannot commnlibrig-term regulated prices, they may have

an incentive to reduce the regulated rates ex-past once the firm's investment is sunk - in orde

8 See, for example, Newbery (1999; Ch. 2) and tineestby Armstrong and Sappington (2007).



to benefit consumers at the expense of the firmiseos? The view of an independent regulatory
authority as the necessary condition for policydiidity is by Levy and Spiller (1994), who show

that “independence” improves the regulators' gbibt make long-term commitments to regulatory
decisions and, as a consequence, that sunk invastimeless likely expropriated ex post.

Interestingly for our purposes, they also show thatcredibility and effectiveness of a regulatory
framework varies with a country’s political and Eddnstitutions.*

State ownership is another institutional factortthaust be taken into account when
assessing the merits of economic reforms in théigublity sector. State-owned enterprises tend to
be less cost-efficient because their managersrobtdy a fraction of the benefits from cost-saving
activities, face less stringent financial (soft-gat) constraints and are more likely influenced by
politicians (Hartet al, 1997; Shleifer, 1998). Governments may in faamndnd regulators to use
the assets of state-owned utilities for policy objes (e.g. to extend the universal service
obligation or to provide the service in geograplycdisadvantaged areas) rather than to pursue
profit maximization (Laffont and Tirole, 1991). Ralians’ interference may thus impair the ability
of regulators to commit. As shown by Bias and Re(@002), however, the costs of regulatory
opportunism can be raised by encouraging “widesfireavatisation and fragmented ownership
structures, where investors/voters may urge goventsmot to reduce shareholders’ value through
political interference in regulatory policy. Priwation may thus deliver benefits — in terms of
commitment powers — similar to the establishmenamfindependent regulator, as in the seminal
paper by Sappington and Stiglitz (1987), who alsmasthat the promise not to intervene ex-post is
more credible under private ownershtp.

Laffont (1996) studies the implications of govermtie partisanship for the regulated firm’s
efficiency with a model in which thalternation in power of biased political principalsposes the
firm to regulatory risk and this risk depends oa flim’s ownership structure. Hshows that, in
the presence gfartisan executives, the ownership structure ofithecan be used to influence the
social welfare:with a privately-owned monopoly, the change frorpra-consumer to a pro-firm
executive is likely to strengthen incentives in fiven, as regulators would be more inclined to

adopt high powered incentives schemes.

° Building on this, Spiegel and Spulber (1994) shbat firms can strategically use financial leveragel bankruptcy
risk to discipline regulatory opportunism in order shield investment incentives. Bortolotti, CanipiRondi and
Spiegel (2010; BCRS hereatfter) provide empiricatlence to the strategic relationship between delt regulated
rates.

Further advantages of independent regulatory urigits include enhanced expertise, flexibility iacision-making
and sector-specific knowledge that reduces asynmmatformation problems. Altogether, these featupgemote
stability and continuity of regulators’ course atian, enhancing their credibility (Majone, 1997).

Y For a recent survey on the costs and benefitsizdtfration see Martimort (2006)



Very few empirical studies investigate the relasioip among regulatory independence and
investment and even less take firm ownership ioctmant. Moreover, most of these studies look at
the public utility sector in developing countriesat one individual sector. Gutiérrez (2003) finds,
for telecom companies in Latin American and Cardtbeountries from 1980 to 1997, that
regulatory independence has a positive impact emtimber of phone lines per capita. Cubbin and
Stern (2005) show, for a panel of electric utiftia developing countries from 1980 to 2001, that
the existence of an independent regulator is astsutiwith higher generating capacity. Egert
(2009), using industry level data from 13 OECD does, shows that incentive regulation
implemented jointly with an independent regulatas la sizeable positive impact on investment in
network industries, though when taken separatadytwo variables do not display any significant
effect’® The empirical evidence on the impact of firm’s @nship on investment is mixed. Early
studies by Megginsat al. (1994) and Boubakri and Cosset (1998) show, feargety of countries
and industries, that privatizations led to highged investment and innovatidf. More recently,
Gupta (2005) finds that partial, but not full, @tization of Indian state-owned enterprises had a
positive impact on privatized firms’ investment frol1990 to 2000. Cambini and Rondi (2010)
investigate the impact of regulatory regimes (inicenvs. cost-plus regulation), on energy utilities
investment in five EU countries (France, Germaisly] Spain and UK) in the decade 1997-2007
and find that firm ownership has no significantetfon investment. Finally, two empirical studies
examine the role of both independent regulationfand(public vs. private) ownership in fostering
investments. Wallsten (2001) finds that the prization of telecom providers in Latin America and
Africa was positively related to larger investmentonnection capacity and phone penetration, but
only where an IRA exists. Li (2009), using dat&@fmobile carriers from 7 countries in the period
1995-2007, shows that regulatory independencessceaged with higher mobile penetration and
network expansion, higher technical efficiency, Tg@®wth and innovation and finds that the
relationship is stronger when firms are privatebyvrolled. Notably, most of these studies do not
control for the potential endogeneity of both regaty independence and firm ownershimnd
none includes government’s political orientationctantrol for direct government’s interference
over investment decisions.

Similarly to regulatory independence, competitiomymalso, in principle, reinforce regulated

firms’ incentives to invest. The empirical evidenme the complementarity between competition

?Guasclet al. (2008) study the impact of regulatory independeiite different context. Using data from 307
transportation and water concession contracts geatina, Brazil, Chile, Colombia, and Mexico frora8P to 2000,
the authors find that the presence of an IRA lodehe probability of renegotiation by 5%-7.3%.

13 See Megginson and Netter (2001) for a survey.

4 Gupta (2005) and Cambini and Rondi (2010) areotfilg two studies, in our review, that deal with fhetential
endogeneity of privatization.



and regulation, however, is mixed. Ai and Sappin{002), investigating the effect of incentive
regulation for U.S. telecoms’ investment betwee86La&nd 1999, find that its impact is substantial
in settings where competition is more intense. il al. (2005) show, for a panel of 21 OECD
countries from 1975 to 1996, that a lower intensify product market regulation in non-
manufacturing industries, hence a more competiing open market, leads to higher aggregate
investment at sectoral level.

Finally, political institutions also are likely @ffect regulated firms’ decisions. Shleifer and
Vishny (1994, pp. 1022-1023) theoretically analylse behaviour of private and public enterprises
in situations where politicians try to influencenifis to pursue political objectives. They show that
“an important determinant of whether politiciansnivirms to be private or public is their ability t
get tangible political benefits out of public owsleip. The greater the independence of public firms
from politicians, the less attractive is public a&ship for politicians.” Their framework, however,
does not encompass the role of independent regulatid its interplay with political partisanship.
Henisz and Zelner (2001) and Zelner and Henisz GR@Malyse and empirically investigate the
impact of political institutions on regulated firmsvestment. More specifically, Henisz and Zelner
(2001) use telecommunications operators in 147 tcesnduring the period 1960-1994, and find
that the credibility of the political regime as raaeed by political institution variables (such hs t
presence of low and upper chambers, judiciary angesfederal institutions, the effective systems
of checks and balances, etc.) imposes strongetraors on managers’ discretion that positively
affect investment. Zelner and Henisz (2006) usarepof state-owned electric utilities from 78
countries (1970-1994) to investigate if veto powaand interest group pressure influence the annual
rate of deployment of electricity generating capadn their view, state owned enterprises (SOES)
may be driven by political actors to undertake ssoge investment projects (the so-called “white
elephants”) that provide targeted economic benédittheir constituencies. The empirical results
support the hypothesis that the impact on eledtindaastructure investment by political instituti®
that constraint the behaviour of political actoesigs with the level of interest group competition
(households vs. industrial users) faced by eleatilities.*®

!5 A recent strand of the literature studies theitimsbnal design of public organizations and théeex to which public
officials — like regulators and judges - are subjecaccountability. Besley and Coate (2003), fer US electric power
industry, find that the way commissioners are gebke either appointed by the government or elebteditizenry -
affects the regulatory outcomes: in States whegala¢ors are elected, prices are lower, but investsare also lower
than in states where they are appointed by thergovent. This result suggests that being subje@etdelection makes
regulators more inclined to follow public opiniaman if they were appointed and therefore to pushagt-term rather
than long-term goals. Guerriero (2010), who als@neéixes the US electric power industry, investigaties
determinants of the adoption of incentive regutafimm 1982 to 2002, and finds that “performanceegiaregulation”
is more likely to be adopted in states where ragtdaare elected, political competition is lessshamand regulatory
resources are more abundant. In Europe, whereategsilare typically appointed by the Governmernis tiipe of
analysis cannot be conducted.



The recent empirical literature on regulation aotitigs focuses on how both the ideology
of the government and the political system affeatkat reforms in regulated industries. Li and Xu
(2002) investigate the political economy of prigation and competition in the fixed telephone
sector in 45 countries from 1990 to 1998. They shibat democratic countries with a strong
presence of pro-reform and pro-market interest ggoare more likely to privatise firms and
liberalize markets than less democratic governmeaiiardi (2005) finds that in West European
countries the need to improve credible commitmemenwvprivatising and liberalising increases the
likelihood that and IRA will be established andstlikelihood increases with political uncertainty,
i.e. with higher risk of a government being repthby a coalition of different preference (pro-firm
vS. pro-consumer). Duso and Seldeslachts (205)gwdata from the mobile telecom industry of
24 OECD countries in the period 1991-1997, show é¢xacutives more in favour of de-regulation
and smaller welfare states speed up market entitg who-regulation governments, which co-exist
with strong incumbents, slows down liberalizatidgfinally, Potrafke (2010), using data for 21
OECD countries from 1975 to 2003, finds that theegoment’s ideology has a strong influence on
the deregulation process, specifically that a vighg) and market-oriented political orientation is a
driving force of product market deregulation anivatization®

All these studies show that regulatory instituticarel market reforms are influenced by
political decisions according to the specific sbeiad political goals of the government in charge.
This evidence suggests that the decision to dedegpacific powers to an independent authority, as
well as the decision to privatize regulated ugbtimay be endogenous. To the best of our
knowledge, our study is the first one in the redeatature on political economy of regulation that
allows for the potential endogeneity of both thesence of independent regulation and the residual
state ownership. To this aim we borrow from theerg literature on political economy and use
characteristics of the political, legal and finaddnstitutions to instrument potentially endogesou

variables.

3. Two decades of regulatory reforms in the EU

Until the early Nineties, public utilities in Eurepwith the only UK exception, were largely
characterized by vertical integration, state momppand public ownership. Ministries,
governmental committees and local governments wergharge of regulating the public utility
sector, setting tariffs and imposing quality staddaln that period regulation was viewed more as a

1% This result is consistent with previous findings Bortolottiet al(2003), while Boubakret al. (2010), using 221
privatised firms in 27 emerging countries, find tthmolitical constraints, but not political ideologgre important
determinants of residual state ownership in préeatifirms.
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sort of "political negotiation” among the utilitiesd the Ministry itself rather than as an instratne

to create competitive conditions while amendingkagfailures. Regulated rates were mainly set to
counterbalance the rise of inflation while utilgierere often asked to absorb labour units whenever
unemployment increased. The result of this “undmiee regulation” was ill performing
monopolies and inefficiency (Megginson and Ne2&(1).

The European Commission issued various Directiegrompt national reforms that
redesigned the legal and regulatory frameworksderoto raise efficiency, service quality, and spur
infrastructure investment within EU member stat&ége public utility sector was therefore
gradually liberalized with the involvement of prieainvestors in the ownership and control of
assets. The Commission, however, though in favbprigatisation, left the decision about utilities’
ownership structure entirely in the hands of natlogovernments. As of 2010, privatization of
public utilities within EU member states is far ftacomplete, and central and local governments
still hold majority and minority ownership stakesmany regulated utilitie¥.

In order to regulate the provision of utility sex®@s and to avoid the potential conflict of
interest between the Government and state ownkiiestithe European Commission promoted the
delegation of regulatory competencies to independethorities, entitled to act on the behalf of the
central government, but outside of any state depart or ministry. The new regulatory body ought
to operate with their own specialized staff andhvapecific and detailed tasks, independently of
ministries or government departments. The Europ€ammission especially urged national
governments to establish formally independent i@gus within country- wide sectors like energy
and telecommunications, leaving, however, the datiabout the definition and the scope of the
delegated powers to national executives. Typicaikjegated regulatory tasks involve price setting
decisions, both at retail and wholesale level - mgver access to essential facility is needed to
develop market competition -, the definition ofrgrntonditions, the imposition of quality standards
and all the technical rules to use or access tstiagi infrastructures. Within this set of regulgtor
rules, utilities are free to make their own decisiabout investments and their financing.

National authorities implemented a variety of regoty mechanisms that differ across
countries and sectors and change over time, sah@anception of the IRA cannot be related to the
adoption of a specific scheme. These range fronhieal cost-plus (rate of return) to incentive-
based schemes, either in the form of price or neeercaps or through yardstick competition.
Within telecommunication sectors, for example,rafjulators have shifted— over time - from cost-
plus to price cap as far as retail services areamed, but mostly still apply cost-plus regulation

wholesale charges. In the energy sector, some esirithe UK, for example) adopted incentive

" See Bortolotti and Faccio (2009) for a recent ysial
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mechanisms while some others switched from rateetirn to incentive based pricing (like Italy
and Spain), and some (like Germany and France)reiyon cost-plus mechanisifsAs for water
supply, regulators (where existing, like in the UdQply yardstick competition to set water tariffs,
while some (but not all) freight roads operatorigtsti from cost-plus to price cap schemes.

To summarize, the implementation of liberalizaticeforms varies considerably across
countries and sectors. It is most advanced in elecdm industry where independent regulatory
agencies (IRA) have been established in virtudllyn@mber states and most of the companies are
(at least partially) privatized. Market liberalizat is also quite advanced within the energy sector
where the majority of electric and gas utilitiesagulated by an IRA. However, many large utilities
are still controlled by the government, particutamh France, Germany, Italy and Portugal and
especially so in the natural gas industry. In amstirstructural reforms are lagging behind in water
supply and in transportation infrastructure (doaksl ports, airports and freight motorways). With
the exception of the U.K., most water and trangiom utilities are still controlled by central and
local governments and still subject to regulation ministries or by other branches of the
government rather than by IRAs.

4. Estimating Public Utilities’ Investment with Independent Regulation, Politics and

Mixed-Ownership

In this section we address the identification isstlat arise when the purpose is to estimate
the impact of regulatory independence on reguléitets’ investment, while taking government’s
(partial) ownership and political orientation irdecount. As explained in the literature review in
Section 2, the theory shows that regulatory lackarhmitment and time inconsistency undermine
firm investment incentives, and also that the gisoe of regulatory opportunism is expected to
restore the incentives to investment and to altevthe hold up problem. As suggested by the
institutional changes occurred in EU member stdfsction 3), the positive answer to this
normative problem is the introduction of indeperidesgulatory agencies, with an institutional
design that should ensure the task of insulatigglegors from politicians who may undermine their
commitment. Therefore, ideallindependentegulatory agencies are expected to soften thedac
commitment problem, the more so the more indepdantdenregulator is from the government.
From the empirical point of view, the main challeng that “lack of commitment”, or the “threat of

hold up due to regulatory opportunism”, is not atsable and cannot be measured. However, if

18 For further information on the evolution of regiy schemes in telecoms and energy sectors, s€DQE06) and
Cambini and Rondi (2010), respectively.
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lack of commitment has a negative effect on investinthen its discipline should display a positive
effect on investment. Therefore our empiricaltsgg is to rely on the existence of an independent
regulatory agency, or on the degree of independehtiee agency, to estimate the effect of curbed
opportunism on investment. For this reason, howdherpresence, or the degree of independence,
of the IRA, is likely to be endogenous to the irwgeant decision, given that the decision to set up
an IRA itself is closely related to the lack of amtment problem and probably motivated by the
intent of disciplining the potential regulatory a@ppunism and so to reassure the firm that
investment rents will not be expropriated as soenirawestment expenditures are sunk. This
likely'®endogeneity is an identification problem that wekka by exploiting major institutional
features that differ across countries, sectors awer time as well as by using appropriate
instrumental variable methods.

The second challenge we face is the link betwediigsp the IRA and firm investment,
since the decision to set up an independent regylaigency is likely to be political. As long as
politics indirectly influences public utilities’ investment throughethRA, it provides a suitable
instrument for IRA. However, politics may also kaxdirect effect on investment, to the extent
that it promotes and mould infrastructure investim@mink of the decision to set up nuclear or
photovoltaic, or wind-power energy plants; to dgpdobroadband telecom network, to expand the
motorway or the railway transportation system,)ets.well as the choice of the technology (labour-
or capital-intensive). In our preferred specifioat politics enters linearly and interactedly wikie
IRA to test whether the impact of the IRA on invesht changes with Government’s political
orientation.

Finally, the direct effect of politics on investntestecisions is likely to be stronger if the
government holds ownership stakes in regulatedsfiramd the larger the stake, the stronger the
effect. So our empirical models extend to contoolthe direct vs. indirect effects of politics wil
also accounting for the presence of governmerdnasvestor, in regulated utilities.

To summarize our econometric methodology, we tesirpact of the presence of the IRA
on regulated utilities’ investment decisions (asl,sthis may be viewed as the inverse test of the
effect of lack of commitment), first assuming itdsstrictly exogenous variable and subsequently
accounting for its potential endogeneity by relyimg internal (i.e. lags of the IRA) and external
instruments. We start with politics, measured Iyiadex of the political orientation of the
executive in charge, as an excluded instrumentRér to allow for politics influencing indirectly
public utilities’ investment through the decisiandet up the IRA. We then account for thesct

effect of politics by including the political ori@tion index among the regressors, and, because the

19 As explained in section 3, the decision to setngependent regulatory authorities was promotedhieyEuropean
Commission, but the timing of the inception andldté#ude of the delegated tasks were left to mai@overnments.

13



effect of the IRA is likely to vary with governmésipolitical orientation, we enter these variables
linearly and with an interaction. We similarly pes with government’s ownership, first using our
ownership variable, a continuous measure of thee@wment's ultimate control rights, as an
excluded instrument and then including it as aesgpr, both standalone and interacted with IRA.
Because the Government's decision to fully or paptiivatise the regulated utilities may also be
endogenous to the decision to spur utilities’ innvesnts, we allow for endogeneity of this control
variable. For robustness, we use various setastitutional and political variables to perform a

number of tests of our preferred specifications.

5. Data and Variable Definitions

For the empirical analysis we use an unbalancee!|pzn80 publicly traded utilities and
transportation infrastructure operators from EUfadnding member states, tracked from 1994 to
2004. The data covers firms that are either regdl®dy independent regulatory agencies or by
ministries, governmental committees, or local goweents, and with various degrees of state
ownership. The sectors covered by our data inoflieletricity and natural gas (both distribution and
transmission), water supply, telecommunicationsigfit roads concessions, ports, and airports. In
all, we have 37 firms that engage in electricitd gas (distribution and transport), 12 water supply
companies, 15 fixed telecom incumbent operatorsfreght roads concessionaires, and 10
transportation infrastructure operators (airpomste and docks). Our sample is not large but
representative, as it covers more than 85% of plyblisted European utilities that in the period

1994-2005 can be tracked for at least five consexyears.

Firm level accounting data have been collected fvdanldscope Our dependent variable is
the investment to capital stock ratidk()). In the econometric analysis we use the raticagfital
expenditures to capital stock at the replacemehte’d Other key variables of the investment

eqguations are the operating cash flow to capitalkstatio (7/K), the output (sales) to capital stock

2 The accounting data fromVorldscopeonly include historic cost valuations of fixed aiss which usually bear little
relation to current replacement cost of long-lifeed capital assets. Hence, we calculate the cephent cost of the
capital stock using the perpetual inventory formplaKi.; = pKi(1-9)(pPu/Py) + Pr1li+1, Wherep, is the country-specific
implicit price deflator for gross capital formatiomperiod t sourced by the OECR, is the fixed capital stock in period
t, I; is the investment flow in periogl andd is the depreciation rate. We derived the sectecifip depreciation rates
from Bureau of Economic Analysis estimates repoitedRates of Depreciation, Service Lives, DeclmiBalance
Rates, and Hulten-Wykoff Categories” and used 4#% energy, gas and water supply, 3% for freighado
concessionaires, 8% for telecommunications, anéo4fér ports and airports. To obtain the startinduga for the
perpetual inventory formula, we assumed that regoteent-cost valuations are equal to historic-cokiateons for the
earlier available capital stock data (usually 199%henever a major acquisition or divestiture mayse a major
discontinuity in the investment rate series, wdtgpk firm's time-series into two units accountifigr the period
“before” and “after” the event, provided that thsitsunit has at least five consecutive observation
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ratio (Y/K), and the financial debt to capital stock rafidK). Table 1 summarizes the descriptive
statistics of the main variables used in the amglysr the full sample, the two sub-samples ahfir
year observations when the IRA does, and doesxisit e

To indicate ownership, we employ a continuous \deiaconstructed by Bortolotti and
Faccio (2009), which uses the weakest link appréacheasure the government’s ultimate control
rights Government UCR! Within our sample, 21 firms changed their owngrsttatus from state
controlled to privately-controlled (i.e. the goverent has less than 50% of the ultimate control

rights).

All firms operate in regulated sectors, i.e. whengry and prices are subject to regulatory
oversight either by a government committee or byingiependent Regulatory Agen@RA). In
order to study the effect of regulatory independenic firms’ investment decisions, we use an IRA
dummy that is equal to 1 in all years in which tinen was subject to regulation by an IRA, and 0
otherwise. The IRA dummy was constructed using dathinformation on IRAS’ inception dates
taken from Gilardi (2002 and 2005) for the energy éelecommunications sectors in which IRAs
already exist in all countries in our sample. Wenptemented this data by drawing from additional
sources information about the presence of IRAsiwifteight roads, airports, port and docks, and
water supply. As mentioned in Section 3, we foumat bnly the water industry in the UK has an
independent regulatory agency. As an alternativiné IRA dummy, we use the Index of formal
Regulatory Independengsee Gilardi 2002, 2005), which allows us to cdrfimo differences in the
regulatory environment across countries and seethese the IRA exist¥ This index is obtained
by taking the average of five key dimensions of tegulatory framework: (i) the status of the
agency head (for example, term of office and apgpw@mt and dismissal procedure), (ii) the status
of the members of management board, (iii) relatigmsvith government and parliament, (iv)
financial and organizational autonomy, and (v) fatpuwy competencies.lt goes from 0 (no
independence) to 1 (full independence). The inddakme invariant and is not available for water
utility sector and for transportation infrastru@urmwhere the IRA does not exist. Regulatory
independence varies considerably across Europeamraes and sectors. In telecommunications,
Austria, Ireland, Portugal, and the U.K. appeah&ve the most independent regulators, while
Belgium and Germany have the least independentategs. In electric and gas, Austria, Belgium,

and ltaly appear to have the most independent ags| while Spain seems to have the least

%L See La Porta, Lopez-de-Silanes, and Shleifer (192&cio and Lang (2002). According to this apphpahe UCR
of the state is simply equal to the minimum owngrsttake along the control chain (i.e., the weakek). In BCRS
(2010) a dichotomous dummy variable captures thdius. private control status.

#2To our knowledge, Gilardi’s Index is the only arwvering all sectors regulated by an IRA acrossniginber states.
Edwards and Waverman (2006) and Larseal. (2006) constructed sector- specific indexes teaess the degree of
formal independence for European countries’ telaoanications and electricity markets, respectively.
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independent regulators and Germany does not halRAadedicated for energy sectors. When we
use the Gilardi index as a substitute of the IRAhy in the econometric analysis, we estimate our
models on the sub-sample of regulated firms opegati sectors with an IRA. This enables us to
add one dimension to our analysis, namely thatsadethe impact of thelegreeof regulatory

independence on the investment decisions of fiubgest to IRA.

The Political Orientation Index is a continuous and time-variant measure loef t
government’s political stance, i.e. from leftwing ightwing, and under reasonable assumptions,
can be used to capture whether the governmentargehis more pro-firm (supposedly right-wing)
or pro-consumer (left-wing). The index ranges frOnfextreme left wing) to 10 (extreme right
wing) and is equal to a weighted average of scgrem in expert surveys supporting government
(see Huber and Inglehart, 1995, and Bortolotti Badcio, 2009). Insofar as governments interfere
with the decision to establish an IRA or with thegulator's agenda (so that the regulator is
ultimately lessindependent)Political Orientationmay also be a proxy of the regulatory climate.
The data in Table 1 show that the average inde).&62, while the minimum is 3.665
(corresponding to the German government led by @eBahroeder in the years 2003 and 2004)
and the maximum is 8.025 (assigned to the Itali@tetive led by Berlusconi from 2002 to 2004),
indicating that the distribution of observationarisre skewed towards the righit.In Appendix 1
we report, for each country, the political orierdatof the executives in charge when the IRAs in
the energy and telecommunications sectors werélsstad. The table shows that IRAs became
operative when the government in charge was rightpwr center-right in 17 cases out of 28, and
in 6 out 28 cases when the government was left-wingenter-left. This anecdotal evidence reveals
that the pattern of the data is sufficiently hegeneeous, though it seems that the IRA is moreylikel
to be set up by conservative governments. It ig @lse, however, that if IRAs tend to be set up in
the wake of privatization programs then a hypotatink “rightwing executive-IRA” may in fact
conceal a more complex “rightwing executive-prizations-IRA” link. This is a three-way relation
that further justifies our choice to adopt an eation strategy that allows for the interactions of

independent regulation, mixed-ownership and palitorientation.

In our analysis we allow for the likely endogenesfythe decision to establish an IRA, and
of the IRA’s degree of formal independence by unsienting the IRA dummy (or thieegulatory
independence indexWe also allow for the potential endogeneity e$idual state ownership by
instrumentingGovernment UCRWe obtain external instruments by exploiting doyfeatures that

% |n fact, the inter-quartilic distribution of tHeolitical Orientation Indexshows that the first quartile is at 4.43, the
median is at 5.27 and the third quartile is at 7iddicating a fat tail towards the center-left anthinner (and longer)
tail towards the right wing of the political speatr.
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may help gauging the degree of accountability afntry institutions, the probability that policy
reforms and political decisions may be (more os leasily) reverted, and the extent to which

property rights are effectively protected.

The Investor Protectionindeis the “anti-director rights” index developed bg Portat al.
(1999) and updated by Pagano and Volpin (2005).iitiex is time-varying and goes from 0 to 7
as shareholders’ rights become more and more pedtecWe use this variable to proxy for the
extent of protection and enforcement of properghts. Countries where investor protection and
property rights are strongly protected are likety tave more credible institutions since, for
example, liability rules are clearer, disclosurel atcountability requirements are tighter, risk of

expropriation and likelihood of contract repudiatioy the government are smaller.

To control for characteristics of institutional apdlitical systems that may influence the
decision to privatize utilities and to introduce tfiRAs, we use thPolitical Orientation indexsee
above) and th@olitical Institutional Gallagher Index of Disproptionality, an index of political
fragmentation that allows a categorization of caest based on a majoritarian -consensual
dimension and a measure of government stability ehdhe veto-power of minority parties
(Gallagher, 1991, updated by Bortolotti and Pinc2®08). The index is continuous and time
varying; it equals zero when the apportionment afipmentary seats is exactly proportional to
electoral results, and it increases as dispropulity increasestoward a majoritarian system. As
argued in Henisz (2000), when political fragmemtatis high, policies are adjusted less often
because reforms are more likely to be blocked withi multi-party system and coalition
governments, as the number of independent institatiactors with potential veto power increases.
This implies that within a fragmented political 8m, politicians are less able to interfere with
regulatory decisions, and the regulator should beleast in principle - more independéht.

To complement our analysis we also use a set oéhlas taken from the World Bank
database on Political Institutions, which has beetensively used in the political economy
literature (see, for example, Bertrand and Kram2@92; Aghioret al, 2009; Da Riet al. 2010)*
Here is the list of variables used as instrumenlte index ofGovernment Stabilitys a time-
varying survey-based measure that assesses bogfovkenment’s ability to carry out its declared

program, and its ability to stay in office. It rasgfrom O (low stability) to 1 (high stability).dofar

% |n fact, while proportional parliamentary regimé=mad to multy-party systems and, therefore, to itoal
governments, majoritarian ones lead to the formatib two-party systems where the executive powetypscally
concentrated in the hands of the prime ministers Trhplies that, in a system characterized by diethigovernment,
control over bureaucrats will be stronger than ystesms characterized by a divided government (Aesind
Rosenthal, 1996). Therefore, the probability ofeskisig more independent agencies is higher in systharacterized
by divided governments (Spiller and Urbiztondo, 499piller, 2004).

% For a detailed description of the variables in\erld Bank database, see Betlal. (2001).
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as the executive is more stable and less subjegttiv powers, lack of commitment and time
inconsistency are likely to be less of a probleEBXERLCis a time-varying variable equal to 1
when the executive is leftwing, 2 when it is centtied 3 when it rightwing and can be used as an
alternative to the index d¥olitical Orientation Election datds a dummy variable that is equal to
1 if there was an executive election in that yEarally, Checks & Balancess a time-varying index
that measures the number of veto powers in a gallifystem according to specific legislative and
executive indexes of electoral competitiveness. elplix A2 reports descriptive statistics for the
political and legal institutional variables we use the empirical analysis. The next section
illustrates the model of fixed capital investmené wse to test our hypotheses, the various

specifications we estimate and the econometric odetlogy.

6. Econometric Model and Estimation Methods

For an empirical model of investment to be testedion panel data, we turn to the Euler
equation approach, introduced by Abel (1980) aneeldped by Bond and Meghir (1994). The
Euler equation derives from the first-order commis for the optimal capital stock and therefore
describes the optimal path of firm investment.siinbt an investment rule where investment is a
function of predetermined or exogenous variables, bather, a structural relation between
investment rates in successive periods as derisad tlynamic optimization in the presence of
symmetric and quadratic adjustment costs thatttaéorm of foregone production. The advantage
of the Euler equation model of company investmenthiat it captures the influence of current
expectations of future profitability on current @stment decisions without having to rely on stock
market valuations of the firm as in the usual Q el@pproach, an attractive feature because, with
partially privatized, regulated utilities, stock rket valuations are likely to be less reliable &eatl
to larger measurement errors.

To obtain an empirical model, the firm is assun@dcbaximize the present discounted value
of current and future net cash flows. ILlgtdenote variable factor inputa;; the price of variable
factors,p;; the price of outputl; fixed investmentK; the capital stockp'y the price of investment
goods,a+ the nominal discount factor between periaahd period+j, Jthe rate of depreciation,

F(Ki, Li) the production function ané(li, Ki;) the adjustment cost function arkl(.) the
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expectation operator conditional on information iee att.*® The firm solves the following

optimization problem:

Max Ef Zj=00+ M (Kit+j » Lit+» lit+] (1)

S.tKii= (1-9) Kiw.1 + it

where7 = piF(Kit, Li) - piG(li, Kit) - wiLic - p'ili. The Euler equation characterizing the optimal
investment path relates the marginal adjustmentsansadjacent periods and can be written as

follows:
- (2 A)i; = - (1- 9 p+1E: (9771 A) g1 (O Kyt

The symmetric adjustment cost function for the @itock can be described 8l;;, Ki;) =
b/2 [(I/Ki; — €)]*Ki;, whereb reflects the importance of adjustment costs@isthe "normal” rate of
gross investment. Since we are dealing with imperfearket structures characterized by non
constant returns to scale — i.e. natural monopatiesmperfectly competitive markets with
dominant firms subject to regulatory agencies whehtasks of regulating, among the others, prices,
entry and access to the network - the output gricss assumed to depend on the output, with a
constant price elasticity of demang/’(. We therefore introduce the output to capitalorti/K);; to

account for imperfect competition in the markee(aéso Schiantarelli and Georgoutsos, 1990).

The Euler equation can then be expressed as:
(1K)t - (IK)%i = VB (K i1 + Yl (K — ] - va(YIK)i + a 2

where2; = piF(Kit, Lit) — pitG(lit, Kit) —witLi; is the gross operating profit adgdis the real user cost
of capital (withd;y = @'i/pi){ 1-(1-dp+1p'i+2/p'i}), While the coefficients/s, y», yzand y4 can be
shown to be positive.

To implement this model, the unobsen&(l/K)i.1 is replaced by the realizetli{)i+1 plus
a forecast error, and th&K);.+1 term is then moved to the left-hand side to ob&ireconometric

model that is linear in variables. Finally, the tcoscapital term can be replaced by time and firm

% Our concise exposition of the Euler equation apphoclosely follows Bond and Meghir (1994) and BoBtston,
Mairesse and Mulkay (2003).

%" This is in line with the so-called Ramsey prioshich represent the second-best solution that awent regulator
should implement in a regulated setting. Accordiaghis pricing rule, prices are inversely relatedthe degree of
demand elasticity. See also Armstrong and Sappin@e07).
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specific effects. Time dummies also control for coom macro shocks. The empirical specification

that we estimate then takes the form:
(/K )it1 = LK)t - Bo(IK)%e - Bo(MUK) + Ba(YIK)ie + ity + 17+ Viera 3)

Where/7/K is rate of operating cash flow to capital sto¢k is the sales to capital stock ratip,
are firm specific effectsgi.1 are the time dummies ang., is the expectational errét. It can be
shown thatB> 1 andfs= 1, while 53 >0 under the null hypothesis of perfect capital kets and
when internal and external sources of funds artegiesubstitutes. The coefficief is positive
under imperfectly competitive markets or when tbhmpany is facing increasing return to scale. In
our setting, while it is true that utilities typlgaface non-constant returns to scale, they ase al
subject to price regulation and one goal of reguhais to ensure that the behaviour of public
utilities is similar to that of firms operating axcompetitive environment and that prices are atign
to marginal costs. Moreover, the demand of puldiidtyuservices is typically price inelastic, hence
& 1. Hence, even though the utilities markets argerrfect, the sign of the coefficief might

become ambiguous in a regulated setting as thetigots might compensate each other.

An attractive feature of the Euler equation appinaadhat equation (3) can be extended also
to debt as a source of investment finance (Bond\éeghir, 1994). The model assumes that the rate
of interest paid by the firm on debt finance mayabencreasing function of debt issued, a situation
that occurs whenever the firm faces a bankruptly, thecause the probability of bankruptcy is an
increasing function of the amount of the debt @umnding. This allows us to test for the impact of
bankruptcy risk and financial distress on regulaiglities’ investment, a feature that Spiegel and
Spulber (1994) find to be of key importance if ¢apstructure is strategically used to influence
regulated rates. It can be shown that the augmefuéxt equation for capital stock can be written

as:
(7K )its1 = Bull/K)it - BollIK )i - Bo(MTK)ie + Ba(YIK)ie + Bo(DIK) + ey + 13+ s (3biS)

whereéD/K is the financial debt to capital stock ratio. Tadgitional term D/K)? thus controls for
the non-separability between investment and fireraecisions. The sign on the debt coefficient,
s, is expected to be negative if bankruptcy cosisteand zero if there are no bankruptcy costs and

debt and investment decisions are separable. Tdegine coefficient reflects that the expected cost

% |t is possible to show thak, = (1+cV)/y ;B = (L+V)I2y;, B = by, and B, = (1 -V)I(by), wherey = g1 (1-0)
(pie2/pr) IS treated as constant,= (1 — 1£) is the mark up coefficient in an imperfect markaatd vis the returns to
scale of the gross production function.
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of borrowing is not independent of the probabiliybankruptcy and also that the probability of
bankruptcy decreases as the firm size increasesdien level of debt.

As described in Section 4, the main purpose oftesiris to investigate the implications of
independent regulation for the investment policyegjulated firms when residual state ownership
and government’s political orientation can botHuahce investment, either indirectly (through the
IRA) or directly. We thus add three variables, umnt to the Euler equation for investment: the
dichotomoudRA dummy which is equal to 1 if firmwas subject to regulation by an IRA in year
and is equal to 0 otherwis@overnment UCR, the ultimate control rights held by the Governme
and thePolitical Orientation Indey, to measure the political stance of the governmé@iite latter
two variables are used first as instruments and theluded as regressors in the equation, since
they are likely to display a direct additional etfen investment and would therefore be invalid
instruments, leading to biased estim&fesWe therefore estimate the following reduced-form

empirical model in which we add, one at the tinhe, institutional variables:

(1K) =B+ B (1 K)oy + By (1K) + B (M K)oy + B (YK +
+a,IRA, +a,Government)CR, +a,PolOrient, +7, +d, +&,,

4)
We then investigate whether the impact of indepehdegulation varies with the residual state
ownership and the executive’s political orientatidny including the interactions dRA with

Government UCRnNnd withPolitical Orientation

(1K), =By + B TK)yy + B (1 K)ey + B (M K)oy + B (YTK) oy +
+a,IRA, +a,Government)CR, +a,PolCrient, + (5)
+a,GovernmerICR, * IRA, +a . PolOrient, * IRA, +1, +d, +¢&,,

Our third specification adds the squared debt mtabterm to test for the presence of bankruptcy

costs:

(1K) =By + B TK) s+ Bo(1 TK)y + Bo(MT K)oy + By(Y T K)oy + Bo(DI Ky +
+a,IRA, +a,Government)CR, +a,PolOrient, + (6)
+a,GovernmernICR, * IRA, +a PolOrient, * IRA, +1, +d, +&,,

# gee the discussion on the identification and sieleof instruments in Acemoglu (2005) and in Agiébal.(2009).
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To investigate the role of independent regulatiom also rely on the index of formal
Regulatory Independendeee Gilardi, 2005), which we use as an alternativihe IRA dummy.
This index is time invariant and available only feectors/countries where the IRA is present
(electricity and gas industry, telecommunicationd,dor the UK only, water supply). It thus allows
us to control for differences in the regulatory ieorment across countries and across sectors that
cannot be captured by a dichotomous dummy, andtalp;m down the effect that varying degrees
of regulatory independence have on the investmettieosub-sample of utilities that are actually
subject to an IRA.

When we estimate the models with the interactatgg@ and 5), we can calculate, for any
given value ofGovernment UCRnd ofPolitical Orientation the total effect of the presence of the
IRA asd(I/K)/0IRA = ;. + az*Government UCR- as*PolOrientconditional on different patterns
of ownership and partisanship. The coefficientthus measures the (limit) effect of the IRA on
investment as both the Government’s shareholdiaigtla® Political Orientation indexes go to zero,
i.e., the effect of IRA on investment for fully pately controlled firms and when the government in
charge is (extreme) leftwing. The coefficiantmeasures the direct effect of state ownershipewnhil
the coefficientas measures the direct effect of political orientatmf the executive. Finally, the
coefficient a, measures how the effect of IRA varies with owngrdgfrom fully public to fully
private) while the coefficients measures how the effect of IRA differs as politiodentation
shifts from left to right. The interaction terrf@vernment UCR*IRANndPolitical orientation*IRA
thus estimate whether the impact of the IRA on stvent is different across state- and privately-
controlled utilities, and different across utilgieunder left- and right-wing governments,
respectively. For all estimated equations, we retha results of tests of significance of the sdm o
the coefficients in order to assess the partiadatsf of political orientation and state ownership,
conditional on the presence of the IRA.

To estimate a dynamic investment equation usingelpdata, the endogeneity problems
affecting both the firm level variables in the Has® investment equation and the regulatory
independence variables suggest that we use thaAoehnd Bond (1991) and Arellano and Bover
(1995) linear generalized method of moments (GMBt)neator, which is especially designed for
models where the lagged dependent variable isdedwand some of the regressors are potentially
endogenous. More specifically, we use the dynamste®n-GMM estimator developed by Arellano
and Bond (1991) and Blundell and Bond (1998), whilgals with situations where the lagged
dependent variable is persistent and the laggedldewf the dependent variables are weak

instruments. This model estimates a system of landlfirst-differenced equations and uses lags of
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first-differenced variables as instruments for egumes in levels and lags of variables in levels as
instruments for equations in first-differences. dddition to internal instruments, i.e. lags of
variables in the estimating equation, we use twe o€ external instruments, i.e. the institutional
variables described in Section 5. For the validitthe GMM estimates it is crucial, however, that
the instruments are exogenous. We therefore cadctha two-step Sargan-Hansen statistic under
the null of joint validity of the instruments anelport the resulting p-values in all tables. Sitree
Sargan-Hansen test may be weakened if there amadoyg instruments (with respect to the number
of observations), we follow a conservative stratagg use no more than three (but mostly two)
lags of the instrumenting variables. We also testdveridentifying restrictions in the specificaiso
where we experiment with a variety of externalmmstents, and calculate the Difference-in-Hansen
test of exogeneity of individual instruments todgiour choice of instruments. Finally, we report
the Arellano and Bond (1991) autocorrelation t@stcontrol for first order and second order
correlation in the residuals. In fact, if AR(2)dstected, instruments dated t-2 are invalid ang onl
instruments dated t-3 and earlier can be usedd8tdrerrors are robust to heteroskedasticity and
arbitrary patterns of autocorrelations within indivals.

7. Results

Tables 2 — 8 report the estimates of the Euler teuanodels for regulated firms’ optimal
capital accumulation. To evaluate the impact of thgulatory independency we use tHheA
dummy in Tables 2, 3, and 4 and the index of forRefjulatory Independendge Table 5 (see
Equations 4 and 5). In Table 4, we add the squaebtlterm that allows us to test for the presence

of bankruptcy costs (see Equation 6). Tables &nd,8 report the results of the robustness analysis
7.1 TheBaseline Model

We start by reporting in Table 2 the estimatesimipte fixed effects regressions with time
and firm dummies, and then proceed by removing +enptausibly - the exogeneity assumptions
for the firm variables in the investment model. time next section we will address the
endogeneityofthe IRA dummy, the residual state osmp and the government’s political

orientation®°

The fixed effects results in Columns (1) — (3) shthat the coefficients on the lagged

investment and lagged investment squared termsthaweght sign and are always significant. The

30 GMM estimation of dynamic panel data models iria with what Bertrand, Duflo and Mullainathan () suggest
adopting when the main purpose is to identify tffects of specific policy interventions or treatrheBertrandet al
raise several concerns about the validity of diffees-in-differences estimates as obtained by @it on panel data,
which tend to over-reject the null hypothesis ofefi@ct because of serial correlation problems.
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coefficient on the output to capital stock ratigsitively signed, but insignificant in all colusn

As suggested in Section 6, this is probably duda¢ocombined effects of imperfect competition in
a regulated environment and inelastic demand ofiguitility services that may compensate each
other and lead to an insignificant or even negativefficient. All estimated models, however, show
the same inconsistency with one theoretical assomtf the Euler investment equation, namely
the positive and significant coefficient of the lkedw term. Since the cash flow was predicted to
have a negative and significant coefficient, tleisult suggests the presence of imperfections in the
capital markets such as information asymmetriesnoentive problems (see Bond and Meghir,
1994, and the literature reviewed by Hubbard, 1998) Columns (4)-(6), we report the GMM-
System estimates of our baseline model, when vesvédibr the potential endogeneity of the firm
variables in the investment equation, but stilluass thatIRA, Government UCRand Political
Orientationare exogenous. The results are similar to thoselumns (1)-(3). The main difference
is that the point estimates of botfK() and (/K)? are now closer to 1 in absolute value as predicted
by the theory (as before, t-tests on the pointmedges cannot reject the hypothesis that the
coefficients are one). This suggests that the invest dynamics implied by the theory is supported
by the data. Moreover, the coefficient on the dési term is positive and insignificant, which is

still indicative of imperfections in the capital rkats.

We now turn to our main variable of interest, tR& dummy. We find that the coefficient
on the lagged IRA term is positive and significamall columns. This result indicates that the leve
of investment is higher when an independent regojadgency exists, consistently with theory
showing that regulatory independence enhancesnestiment incentives of regulated utilities
(Levy and Spiller, 1994). We then a@dvernment UCRo test the hypothesis that state ownership
has a direct effect on the investment decisionegfilated firms. The direction of this influence,
however, is ambiguous because privately-ownediasliare thought to have stronger incentives to
invest (see, for example, Sappington and Stiglieg7; Martimort, 2006), but state-owned utilities
might be used by politicians to carry out “whitemhants” expenditure programs for their own
political benefits (see Zelner and Henisz, 2006Qur results reflect this ambiguity, as the
coefficient onGovernment UCRs not significantly different from zer8. Finally, we include the
Government’'sPolitical OrientationIndex. As discussed in Section 4, politics mayldig both a

direct effect on regulated firms’ investment andiradhirect effect (via the decision to establish the

3L The lack of significance of the ownership variaisleonsistent with empirical evidence in Cambimil &ondi (2010)
who show that the investment rates of private datbwned energy utilities in Italy, Spain, FranGermany and UK
from 2000 to 2007 do not significantly differ.
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IRA). We find that the coefficient on political entation is negative — suggesting that utilities

invest more under leftwing executives -, but ingfigant.>?

In the next section we will consider the indirecfluence of politics by using political

orientation as an instrument for the IRA.

7.2 GMM estimates addressing the potential endogeneity of institutional variables

In Section 4 we discussed how independent regyladgencies are likely to be set up
because lack of commitment due to political intenfee may undermine investment incentives, a
reason that makes the presumed exogeneity of thedfRer suspect. Moreover, the decision itself
to set up an IRA may interact both with the residitate ownership in the public utility and with
the executive’s political stance. In the next regrens, therefore, we allow for the potential
endogeneity of théRA and, in turn, oiGovernment UCRand Political Orientation and we also

investigate the implications of their interrelatsoior regulated firms’ investment decisions.

Table 3 reports the results when all the variablestreated as endogenous and instrumented
with their own lags as well as with external valeh We control the validity of the instruments
with the Sargan-Hansen test of all the over-idgmigf restrictions and with the Difference-in-
Hansen test of exogeneity of individual instrumentisich we report at the bottom of each column.
In Column (1), the laggetRA variable is instrumented with its own second oraegy, Political
Orientation lagged once and twice, a@bvernment UCRagged twice, because the (t-1) lag was
rejected as an invalid instrument by the Differemcélansen test. The set of external instruments
includes thdnvestor Protectiorand theDisproportionality Indexes. The former gauges the extent
to which the law protects and enforces investaggits and is meant to proxy for the credibility of
domestic institutions. The latter measures themi&gation of the political system, and is meant to
seize the power of politicians’ to interfere wittetregulator (see Section 5).

The results show that the IRA dummy enters withoaitive and significant coefficient,
confirming the positive effect of independent reguan on regulated firms’ investment decisions.
The Sargan-Hansen test does not reject the vabdlitye instrument set, but the Diff-in-Hansen test
rejectsGovernment UCR as an invalid instrument. We therefore includ@nithe regression in
Column (2). The coefficient dsovernment UCR is positive, suggesting that state owned utilities

invest more than privately-owned ones, but the Ipevas 0.21, hence not significant at the

32 For robustness, we re-estimate the fixed effeaiehwith standard errors clustered by sectors ratran by firms,
and find that the IRA dummy remains highly sigréfit while the negative coefficient ¢litical Orientationturns
almost significant (with a p-value of 0.138). Reésualre available on request.

25



conventional levels. In Column (3) we thus tesGdvernment UCRlisplays a direct effect on
investment, conditional on the presence of the fRAWe find that neither the linear nor the
interacted terms are significant. The interact®pasitively signed, suggesting that, when the IRA
exists, state-owned utilities increase their invesit, but the p-value is 0.23, again below standard
levels of significance. More importantly, the IRAefficient has turned insignificant (the p-value is
0.194), hinting at some misspecification in thentifecation of relationship between IRA and
Government ownership. In particular, we notice tRatitical Orientations now found to be an
invalid instrument, and this leads us to includs thstrument in the regression. In Column (4), we
find that the coefficient on the IRA dummy is higtsignificant again (p-value is 0.03), though both
Government UCRind Political Orientationare insignificant. The Sargan and the Diff-in-Han
tests show that instruments are valid, both joiatig individually.

We now address the lack of significanceGivernment UCRndPolitical Orientationby
examining their interrelations with the IRA. If omecalls that IRAs in Europe were prompted by
the EU Commission to limit political interference state controlled utilities, then the empirical
guestion now is whether the impact of residualestatnership and politics has changed conditional
on the presence of the IRA. In other words, thesgmee of an IRA is expected to capture a “more”
credible, or “less” opportunistic regulatory envirent, but the investment-enhancing impact of
the IRA might still differ with different levels o$tate ownership, or depending on the political
stance of the executive. To check these integelatfects we add two multiplicative terms to our
main specificationGovernment UCR*IRAndPolitical Orientation*IRA In Column (5) we report
the results, which confirm the positive and sigrfit impact the IRA has on regulated firms’
investment, but also show that b&@lvernment UCRNd its interaction with IRA are insignificant.
More interestingly, we find that both the standaldPolitical Orientation variable and its
interaction with IRA are significant, thus suggegtithat the direct effect of political orientation
investment is different conditional on the presentd¢he IRA. The former is positively signed,
suggesting that regulated firms tend to increasé& thvestment when the executive is rightwing
(the index is high), hence, in principle, more ne#vlriented and rather pro-firm than pro-
consumer, while the latter is negatively signed,jratfication that the positive effect of rightwing
executives (or, alternatively, of the IRA) on intrasnt shrinks when the IRA exists (or, when the
government is very conservative). Both the Satgansen and the Difference-in-Hansen tests for
individual instruments cannot reject the orthogipaionditions®*

% For example, Edwards and Waverman (2006) findtHerEU telecommunication industry, that wholesaiarges
are higher when the public telecom operator (PBQ}ate-owned, but decrease when the state-own®ds$”Jubject to
an IRA.

3 We experimented with specifications including tiwear and interactedGovernment UCRerms only in the
instrument set and not in the regressions, andowed that the results dPolitical Orientationremain unchanged. We
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Because the significant interaction betweenlB& dummy andPolitical orientation hints
at negative spillovers on regulated utilities’ istreent, we focus on the marginal effects of IRA
and political orientation on firms’ investmentsdaaiso report them graphically. While the positive
a1 and as coefficients imply that utilities tend to invest rrowhen the IRA exists and when the
government is conservative, the negatixecoefficient suggests that the change in investieent
less pronounced if the government is rightwing #redIRA is in place. If we test the significance
of the sums of the coefficients (reported at thédmo of Column (5) in Table 3), we find that the
sum ofn + a5 = 0.062 is significantly different from zero whitee sumas + a5 = - 0.006 is
insignificantly different from zero. The lack ofgsificance ofas + as is an indication that the
presence of the IRA has a curbing effect on thewtkee’s political interference (which ger se
statistically weaker than the effect of the IRA)tlwiregulated firms’ investment. And this is
consistent with the EU Commission’s expectationgenvithe independent regulatory authorities
were set up. However, symmetrically, the signifmamf thea;, + as sum suggests that political
interference by the government may weaken, and ess@rt, the positive influence of the IRA on

investment for extreme valuesblitical Orientation a result we interpret below.

To illustrate how the impact ¢folitical Orientationon firm investment changes conditional
on the presence of thRA, in Figure 1, we plot the partial effect of thersur; + as*IRA and the
corresponding 95% confidence intervals based orestienated coefficients in Column (5). The
figure shows that the increase in investment erpegd by firms under rightwing governments
vanishes when the IRA is in place. If the IRA exi@te. when the dummy is one), the total effect of
Political Orientationis summarized by the statistically insignificantrs of the point estimates:
+0.007 — 0.013 = -0.006, indicating that the effettthe IRA offsets the effect of political
interference. Figure 2 plots the partial effecttloé IRA conditional on the executive’s political
orientation (i.e. the surm + as*Political Orientation). We notice that the positive effect of IRA
on investment shrinks as the political orientatiotlex increases, i.e. as the government becomes
increasingly rightwing, and rightwing executives aypically viewed as. ideologically more in
favour of downsizing state intervention in the emmry and of limiting the bureaucrats/regulators

intervention in markets and industries (see amdmgadthers, Alesina and Rosenthal, 1995, and

also re-estimated all the specifications in Tabkd8ing industry dummies both as regressors andsgsiments, and
found that all the results are confirmed. Howeweg, prefer to exclude the industry dummies becalsartstrument
count would outnumber individuals in the panel, dhid may weaken the Sargan/Hansen test (RoodnG0g)2
Results are available on request. We further adtkese results by re-estimating columns (1)a@t) (5) with the
GMM-first difference estimator, which uses (lag9 wériables in levels to instrument differencediables and is
therefore less efficient (due to the weak instrunpgnblem, see Blundell and Bond, 1998). The resaile reported in
the Appendix A3 and very similar to those obtainéth the GMM-System estimator. In particular #A dummy is

positive and highly significant, theolitical Orientationindex is positive and not far from significanchgtp-value is
0.135) and thé&olitical OrientatiorfIRA interaction is negative and significant.
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Benoit and Laver, 2006). We can calculate thecefg the average value of the political
orientation index, which is 5.662 (see Table 1) amfind that the investment increase is still
around 1% (0.84%). As the political ideology of tlexecutives becomes more and more
conservative (when the index ranges between 0.082366.308 and the maximum value 8.025),
the effect turns negativ.This result suggests that under highly consereagigvernments, the
conflicts between the objective functions of thgulator (which is a weighted average of consumer
surplus and firm profits) and of the rightwing extee (which is likely biased towards pro-firm
objectives) is so strong that the institutional aadulatory environment becomes more uncertain
and the probability of time inconsistence growsyMeigh. The diverging goals of politicians — on
one side - and bureaucrats/regulators — on the sithe — may thus generate negative spillovers that
eventually undermine investment incenti¥®s.Apparently, then, our results suggests that the
presence of an IRA succeeds in restraining politid@rference with regulated firms’ investment
decisions, but only up to a point, that is onlythe beliefs, or the political views, behind the
executive in charge are not in sheer contrast thighinstitutional principles behind the creation of
the IRA itself.

We then turn to the model that adds the squaretitdetapital stock ratio (see equation (6)).
The results are in Table 4. The point estimatthefcoefficient on the debt term has the expected
negative sign and is significant in all columngygesting that, for our sample of regulated utsditie
the investment and financing decisions are notredpa due to the presence of deadweight costs
associated to bankruptcy. This result is consiskgin the idea of a strategic use of leverage, that
through the bankruptcy threat, may induce the mgulnot to reduce ex-post regulated rates (as
shown in BCRS, 2010), so as to allow the regulditea to follow the optimal investment path.
The remaining results, including the highly sigrdint coefficient of the IRA dummy, confirm the

previous findings in Table 3.

% If we match the index values and the executiveshiarge in that range, we find the Governmentsblgdohl in
Germany, from 1994 to 1997 (the value of the inide&.69), in Spain by Aznar from 1997 to 2003 (7iB)the UK by
John Major in 1994-1996 (7.8); in France by Chira@003-2004 (7.8); in Denmark by Anders Rasmusiece 2002
(7.98), and in Italy by Berlusconi from 2002 to 20@he maximum value of the index: 8.025). The miin value,
3.665, is assigned to the German executive leddr@ Schroeder in the period 2002-2004.

% In Appendix A4 we re-estimate the specificatiorQalumn (4) to investigate the impact of politicalentation for
the sub-sample of firms and sectors where the R iplace. If the results above are confirmed,siveuld find that
investment decreases as fhaitical Orientation Indexncreases, i.e. a negative and significant caefficon political
orientation. The estimates in Column (1) of Tabk donfirm that when the IRA exists, investmentsrdase as the
government becomes more and more rightwing. In @ol@2), as an alternative to tR®litical Orientation Indexwe
use the World Bank indeEXERLG and find similar results. The same analysis \lig sub-sample of firms/sectors
without an IRA cannot be conducted because the rurmb observations is too small to apply the GMNMtsyn
estimator.
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7.3 Results with the index of formal regulatory independence

Our next step is to replace the IRA dummy with Regjulatory Independencelnd@zilardi,
2002, 2005), which graduates the formal level ofufatory independence from 0 (no
independence) to 1 (full independence). Althodghihdex is time invariant, by using a continuous
variable, instead of a dummy, we can account fiferiing levels of regulatory independence across
countries and sectors in which an IRA exists. Eig® implies that we perform our tests only on
utilities which operate in sectors where an IRAse&i i.e. the electrical and gas industry and
telecommunications in most countries, after the \R#s set up (see Section 5). We estimate the
specifications in Columns (1), (4) and (5) of TaBlasing theRegulatory Independendedex, and
report the results in Table 5. The results confine positive effect of regulatory independence on
investment and the negative externality of polltioterference. The coefficient on tRegulatory
Independencéndex is positive and significant, suggesting ttheg higher the (formal) regulatory
independence the higher the investment while thsitipe coefficient on the lineaPolitical
Orientationvariable turns significant when we include theeratted term (Column (3)). Again the
results suggest that the positive effect of prowfi{conservative) governments on utilities’
investment weakens and ultimately reverts, as atgrd become more independent. The main
difference from the results in Table 3 is tlabvernment UCRow enters significantly, both
linearly and interactedly with the IRA. The negatia, coefficient suggests that the larger is the
Government’s stake the lower is investment, butpbsitive a, coefficient on the interacted term
suggests that the effect of Regulatory Independenteincrease state-owned utilities’ investment.
The positive sign could be driven by the fact tha sample of firms where theegulatory
Independentndex exists includes many energy utilities, whighvhere state shareholdings tend to
be largest, especially in the gas industry. Overdle results with the index dRegulatory
Independencéor the subsample of utilities that became subjean IRA confirm the results we

obtained using the IRA dichotomous dummy for tHedample.
7.3 Robustness: Poalitical institutions and competition

In Section 7.2, we handled the potential endoggr#iindependent regulation to utilities’
investment by instrumenting tHRA dummy with thelnvestorProtectionand Disproportionality
Indexes and by treatinGovernment UCRand Political Orientationfirst as excluded instruments
and then as regressors as well as instrumentthislisection we check the robustness of our results
by using an alternative set of instruments, whieptaere additional features of the political

institutional environment and sourced from the Wdhnk’s Database of Political Institutions (see
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Section 5). Some of the variables seize the relship between the IRA and the political
environment. For example, if the decision to d&hithe IRA is politically motivated, then the
Election Date dummgnay capture a change in the executive that mag lead to the institution of
the IRA. Because delegation is thought to be ctedibly when it cannot be revoked easily and the
political system constraints executive discretipthe Checks & Balances Indés used to capture
the credibility of regulatory independence. Othestitutional characteristics are used to proxy the
variables in the original specification. The timaying index ofGovernment Stabilitys another
proxy for commitment and credibility, while tH&XERLCindex, which is 1 when the executive is
leftwing, 2 when it is centre, and 3 when it rightgy may be used to instrument the political
orientation indexEXERLCvaries over time like thPolitical Orientationindex, but is less refined
in graduating nuances in the partisanship of exessit

Table 6 reports System-GMM estimates of the investrequation where the external
variables described above are the only instrumientthe IRA dummy (hence no lags of IRA are
included as instruments, nor thevestor protectionand Disproportionality Indexes, as in the
previous tables). In Column (1) of Table 6, theneated coefficient on thtRA dummy is positive
and significant and its magnitude is similar taraates in Table 3. In Columns (2) we include firm
ownership and political orientation in the regreasiwhile in Column (3) we add the interacted
terms. The instrument set does not include the ddgbe IRA dummy, nor lags of Government
UCR or of thePolitical OrientationIndex. Again the results are very similar to #has Table 3
and confirm the positive impact of independent tagion on regulated firms’ investment and the
disciplining of political interference by the IRA.

Even though the Sargan and the Diff-in-Hansen tegt® never, to this point, rejected the
validity of our instruments, we perform an addiabnobustness test of the identifying assumptions
(see for example Tabellini, 2010) and check théditglof the subset of excluded instruments by
including them directly in the regressions. If we &orrect in excluding them, then they should
display no direct effect on investment, and thanested coefficient on IRA ought to remain
statistically significant. The results are in Talfle In Columns (1) and (2), we includievestor
Protectionand Disproportionality and in Columns (3) and (4) we include the enteed World
Bank political institutions variables (that we ugednstrument IRA in Table 6).

The results confirm the validity of our identificat strategy. In Columns (1) and (2),
Investor Protectiorand Disproportionality are insignificant while théRA dummy remain highly
significant. The World Bank variables are alsoigndicant, except forGovernment Stability

which enters in Column (3) with a p-value of 0.0But is insignificant in the specification with the

3" This is a quite robust result of the literaturecentral banks independence; see Keefer and Sgesé2@03).
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interacted termdRA is always significant and the size of the coedints is similar in all columns
and also similar throughout the tables. MoreoRelitical Orientationis positive and significant in
column (2) and the IRA dummy as well as its inteoacwith political orientation remains negative
and significant.

Last but not least, we explore the effect of litieedion reforms since investment decisions
of incumbent regulated firms might in fact be imihced by the degree of market competition,
which, in turn, is likely to be affected by theensity of liberalization and deregulation. In artte
capture the extent of liberalization of a variefysectors and countries, we use an index we derive
from the OECD International Regulation databasen{@y and Nicoletti, 2006). The index is an
average of several indicators which vary from @Gtlower numbers indicate a greater degree of
openness) and reflects entry barrf@rthe vertical structure of the market, the stateenship in
firms that operate in the relevant sector, the miaghare of the dominant player(s), and the
presence of regulatory controls on retail priced specific guidelines for its implementation. We
eliminate the state ownership component from tldexn because we already have a well-defined
ownership variable, and recalculate the average theeremaining OECD sub-indicators (market
entry, vertical integration and market structuAs.in the original OECD index, high values of the
index are associated with low degrees of libertibpa In Table 8, we add the new variable, which
we labelOECD Liberalization Indexto the usual specification with theA dummy in Column (1).

In Column (2) we test its interaction with IRA, amdColumn (3) we includ&overnment UCRnNd
Political Orientation and test the robustness of #alitical Orientation*IRAinteraction. Notably,
the index does not exist for infrastructure indestsuch as ports and airports, and water supply, s
we run the regressions for the subsample of firpesating in energy, telecom, and freight roads.

Although it is reasonable to predict that featuiks access conditions and the degree of
vertical separation of the incumbents might inflcemvestment decisions of the regulated firm, the
results in Columns (1) and (2) show that the coeffit of OECD Liberalization Indexis
insignificant. However, when we take into accourg political stance of the government, i.e. the
Political Orientation variable, we find that théiberalization Indexturns negative and almost
significant (the p-value is 0.117), suggesting thsitlong as liberalization moves on and markets
become more open and competitive, regulated fimasvere likely to increase their investments.
This result is consistent with Alesietaal. (2005) who, using the above indexes, find that
deregulation and liberalization spur investmenh@am-manufacturing sectors in OECD countries.

Furthermore, since thd.iberalization Indexis significant only when we control for the

3 Low values of the entry barriers indicators arsoagted with competition in all segments of thievant sector and
with vertical separation between downstream andreas firms, while high values are associated tithexistence of
a vertically integrated legal monopoly.
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government’s political orientation, this resultirs line with Duso and Seldeslachts (2010) and
Potrafke (2010), who find that political partisaipshis a driving force of product market
deregulation within OECD countries. ComfortinglietiRA dummy is always significant, as well
as its interaction with Political Orientation, confing that our main results are robust when we

control for the intensity of market liberalization.
8. Conclusions and Implications

Over the last 20 years, in many European countreggilatory competencies have been delegated to
independent authorities mainly to reduce potextaflicts of interests that surface when politigan
directly or indirectly control companies providiegsential services for citizens. The expectation
was that this new institutional arrangement woutdpriove the credibility of the regulatory
commitments and positively affect public utilitiesivestment spending.  Notwithstanding this,
politicians can still influence the regulatory pyli following their partisan interests, and
government intervention might especially intensifiyen utilities are (totally or partially) controtle

by the State and market liberalization is incomgleRegulatory independence, government’s
political orientation and residual state ownersaip thus institutional features that separately and
interactedly may affect investment spending inghblic utility sector, which is acknowledged as a

driving force of economic growth.

This paper investigates the investment decisiorsslafge panel of publicly traded European
regulated firms from 1994 to 2004, taking the chiaggnstitutional environment into account,
namely: (i) varying degrees of independence of leigty agencies across different sectors; (ii)
varying degrees of state ownership within regulgpedlic utilities, and (iii) the government’s
political orientation, in that executives may uléitaly influence the regulatory climate to be either
pro-firm or pro-consumers. Motivated by the recem@nd of applied political economy literature,
we address the potential endogeneity of thesetutismal variables and rely on instrumental
variables techniques (GMM-difference and GMM-systestimators) and alternative sets of
instruments to identify the direction of the redaship between investment, independent regulation
and politics.

Our results show that when an Independent Regylaigency is in place, or when the
regulator is more independent, investment doesasa. This evidence implies that the gradual
introduction of modern regulatory governance (OECD, 2002) in Europe doutes to a more
credible and stable environment that, as predibiethe theory, strengthens the regulated firms’

investment incentives and generates positive afi@etthe economy as a whole.
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As regulatory reforms were implemented in Eurofmaydwver, firm privatisation and market
liberalization were also in progress. Although bptbcesses are still incomplete, our findings do
not support a significant difference between theestment of privately controlled and partially
privatised utilities, showing instead that markbetalization has a positive (albeit weak) influenc

on regulated firms’ investment, in line with receridence by Alesiret al. (2005).

Finally, our results show that politics still aftdoem behaviour. Delegation to bureaucrats —
to IRAs in our case - is preferable, from the nameapoint of view, when time inconsistency and
short-termism may influence the decision processf wested interests have large stakes in the
policy outcomes, as in the case of regulated ieslitHowever, from the positive point of view,
politicians may not be willing to fully delegately powers to bureaucrats (Alesina and Tabellini,
2008). Incomplete delegation thus implies th&branally independent regulatory authority might
not per se be the sufficient condition to create a more staldéss opportunistic regulatory
environment, as long as politicians wish to resme policy tools that they may use to make their
re-election more likely (political rent-seeking) eev at the cost of making the regulatory

environment less stable and more uncertain. Wieatha&r implications for investment?

Our results shows that both formal regulatory ireeence and (rightwing) political
orientation of the executive have a positive effentinvestment, but also that the interaction
between the two generates a negative spilloverr@gativeas coefficient). Our interpretation of
this negative spillover is that a conflict of pgliobjectives may arise whenever a formally
independent regulator coexists with a strongly lidgically driven executive, as this is likely to
introduce instability and uncertainty in the regatg framework. The net effect of this conflict
would be to undermine the investment incentivethefregulated firm. We find that this tension is
more likely to surface when the government is veopservative, i.e. typically less in favour of
state intervention and regulation, and more inditeereduce the size and scope of government, to
pursue deregulation and to restrict administraitwerventions in the market, such as those carried
out by independent agencies or authorities. Inrestitregulators are obviously bureaucrats, whose
given task is to define rules conducive to enhamegket competition and protect consumers. In
sum, we find that these opposite attitudes interfeith each other and generate regulatory

uncertainty that undermine firm’s investment demisi

Entering the black box of the relationship betweegulators and politicians, while
controlling for the direct government's ownershiptbe firm, is surely an interesting political

economy question that deserves further investigatio
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Table 1 - Summary statistics
Panel A: Full sample 1994-2004

Variable Mean Std. Dev. Min Max  No. Ob
Real Sales (in millions of 2005 dollars) 96,876.18 148,345.30 79.87 802,264.60 !
Real Total Asset (in millions of 2005 dollar@07,465.30  320,829.70 297.02 1,562,157 !
Investment Rate 0.111 0.072 0.000 0.674 70
Cash flow to Capital Stock 0.135 0.102 -0.940 0.871 71
Sales to Capital Stock 0.742 0.804 0.020 6.191 68
Debt-to-Capital Stock 0.212 0.304 0.000 3.356 71
Independence Regulatory Agency dummy 0.585 0.493 0 1 72(
Index of Regulatory Independence 0.618 0.114 0.36 0.83 42
Government’'s UCR 0.344 0.357 0 1 72(
Political Orientation 5.662 1.481 3.665 8.025 72

Panel B: Firms subject to an IRA

Variable Mean Std. Dev. Min Max  No. Ob
Real Sales (in millions of 2005 dollars) 93,213.56 133,725.90 355.70 802,264.60 :
Real Total Asset (in millions of 2005 dollar@07,363.90 301,776.60  1,084.65 1,553,495 .
Investment Rate 0.114 0.071 0.008 0.673 40
Cash flow to Capital Stock 0.133 0.098 - 0.940 0.498 42
Sales to Capital Stock 0.730 0.863 0.020 6.191 40
Debt-to-Capital Stock 0.237 0.343 0.000 3.356 42
Independence Regulatory Agency dummy 1 0 0 1 421
Index of Regulatory Independence 0.618 0.114 0.36 0.83 42
Government’'s UCR 0.285 0.341 0 1 42]
Political Orientation 5.744 1.490 3.665 8.025 42

Pand C: Firmswithout an IRA

Variable Mean Std. Dev. Min Max  No. Ob
Real Sales (in millions of 2005 dollars) 102,033.30 166,872.60 79.869 752,871.10 y
Real Total Asset (in millions of 2005 dollar@07,608.20  346,404.50 297.017 1,562,157 :
Investment Rate 0.107 0.073 0.000 0.537 29
Cash flow to Capital Stock 0.138 0.107 -0.561 0.871 29
Sales to Capital Stock 0.758 0.709 0.093 4.670 28
Debt-to-Capital Stock 0.177 0.234 0.000 1.847 29
Government’'s UCR 0.402 0.368 0 1 29¢
Political Orientation 5.545 1.464 3.665 8.025 29
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Table 2 —Investment Euler Equation with IndependenRegulatory Agency dummy,
Government’s Ownership and Political Orientation

The dependent variablé/K) is the investment rate measured as the ratio dmtvecapital expenditures and capital stock at
replacement valudZ/K is the ratio between operational cash flow andctatal stock at replacement valéK is the sales to
capital stock (at replacement value) ratRA is a dummy equal to 1 if an independent regulagmgncy (IRA) is in place and
equal to 0 otherwiseGovernment's UCRmeasures the ultimate control rights held by tbeeghment.Political orientation
measures the government’s political stance. Fitatts estimates in columns (1)-(3). Dynamic pattegia estimation, one-step
system GMM estimates in columns (4)-(6). Laggedieslof right-hand variables used as instrumengsgjeld levels are used in
first-differences equations and lags of first-diffieced variables are used in levels equations. reitessions include year
dummies both as regressors and as instrumentsdeBtherrrors in parentheses are robust to heterdastieity and to within
group serial correlation.AR(1) [AR(2)] tests thellmwypothesis of no first-order [second-order] abation in the differenced
residuals. The Sargan-Hansen statistic tests théypothesis that the over-identifying restrictioare valid. ***, ** * denote

significance of the coefficients at 1%, 5% and 10%.

GMM-System
I/K , Fixed effects (IRA dummy, Gov. UCR and Political
Orientation as exogenous variables)
(1) 2) (3) (4) (5) 6)
(VK) -1 0.601**  0.600***  0.603*** 0.910%*** 0.904*** 0.901***
(0.095) (0.095) (0.092) (0.148) (0.147) (0.145)
(1K) %1 S0.767¥*  -0.765%*  -0.773%* | -1,021%+  -1.021** .1 015%+*
(0.181) (0.181) (0.177) (0.249) (0.247) (0.247)
(N/K) 1 0.113* 0.113* 0.111* 0.037 0.036 0.037
(0.051) (0.051) (0.050) (0.033) (0.034) (0.033)
(YIK) 1 0.012 0.012 0.015 0.002 0.002 0.002
(0.013) (0.013) (0.013) (0.004) (0.004) (0.004)
IRA Dummy; (0ty) 0.021** 0.021** 0.026** 0.009** 0.010* 0.011**
(0.010) (0.010) (0.011) (0.004) (0.004) (0.004)
Government UCR, (a>) - 0.006 0.001 - 0.008 0.007
- (0.016) (0.017) - (0.006) (0.006)
Political Orientation; (03) - - -0.003 - - -0.003
- - (0.002) - - (0.002)
Firm dummies Yes Yes Yes Yes Yes Yes
Year dummies Yes Yes Yes Yes Yes Yes
R squared within 0.242 0.243 0.246 - - -
F-test (p-value) 12.93 (0.002.11 (0.00) 11.77 (0.00 - - -
Arellano-Bond test for AR(1{p-value) - - - 0.001 0.001 0.001
Arellano-Bond test for AR(2)p-value) - - - 0.624 0.618 0.612
Sargan-Hansen tegi-value) 0.366 0.321 0.332
N. Firms [N. Obs.] 80[582] 80[582] 80[582] 80[582] 80[582] 80[582]
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Table 3 — GMM System Estimates of the Investment Her Equation where IRA dummy,
Ownership and Government’s political orientation are endogenized

(I/K), (ITIK), (Y/K),IRA dummy, Government's UCRand Political orientation are defined in Table 2. Dynamic panel-data
estimation, one-step system GMM estimates. All esgions include year dummies both as regressors amnd
instrumentgsovernment UCR*IRA andPolitical Orientation...*IRA are instrumented with their lagsvestor Protectiorand
Disproportionalitylndexesre defined in Section 5. Standard errors in fiheses are robust to heteroschedasticity and tonwit
group serial correlation.AR(1) [AR(2)] tests thellmwpothesis of no first-order [second-order] @bation in the differenced
residuals. Th&argan-Hansestatistic tests the null hypothesis that the agentifying restrictions are valid. THgifference-in-
Hansenstatistics tests the exogeneity of subsets owiididal instruments. ***, **/ * denote significancef the coefficients at

1%, 5% and 10%.

I/K ¢ (1) (2) 3) (4) (5)
(VK) .1 0.972*** 0.961*** 0.866*** 0.958*** 0.961***
(0.118) (0.118) (0.132) (0.119) (0.119)
(1K) %1 -1.205%** -1.199%**  -1.060***  -1.193***  -1.210%***
(0.168 (0.168) (0.190) (0.169) (0.170)
(M/K).q -0.015 -0.017 -0.036 -0.016 -0.006
(0.032) (0.033) (0.034) (0.034) (0.029)
(Y/K) 1 0.004 0.004 0.005 0.004 0.003
(0.004) (0.004) (0.005) (0.005) (0.004)
IRA Dummy; (a4) 0.012* 0.013** 0.010 0.013** 0.082**
(0.005) (0.006) (0.007) (0.006) (0.033)
Government UCR; (a5) - 0.009 -0.005 0.009 0.007
- (0.007) (0.010) (0.008) (0.010)
Political Orientation; (03) - - - -0.001 0.007*
- - - (0.003) (0.004)
Government UCR*IRA (a,) - - 0.025 - 0.006
- - (0.021) - (0.019)
Political Orientation*IRA (as) - - - - -0.013**
- - - - (0.006)
P-value test oai; +a, =0 - - 0.056 - 0.014
P-value test o, +05 =0 - - - - 0.008
P-value test oni; +05=0 - - - - 0.166
Arellano-Bond test for AR(1{p-value) 0.004 0.004 0.004 0.004 0.003
Arellano-Bond test for AR(2(p-value) 0.86 0.855 0.836 0.864 0.993
Sargan-Hansen test (p-value) 0.363[70] 0.246[67] 30959] 0.233[66] 0.223[66]
Internal Instruments Difference-in-Hansen tesfp-value)
IRA Dummy;., 0.136 0.213 0.521 0.317 0.852
Government UCR, - 0.216 0.698 0.295 0.588
Political Orientation. - - - 0.246 0.440
External and Excluded Instruments
Government UCR 0.573 - - - -
Political Orientation 0.957 0.891 0.065 - -
IP - Investor Protection 0.819 0.937 0.912 0.789 0.587
D - Disproportionality 0.461 0.278 0.903 0.372 0.162
N. Firms [N. Obs.] 80[521] 80[521] 80[521] 80[521] 80[521]
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Table 4 — GMM System Estimates of the Investment Ber Equation with Debt

(/K), (ITIK), (Y/K)IRA dummy,Government's UCRindPolitical orientationare defined in Table 2D{K) is the ratio of
financial debt to capital stock at replacement galbynamic panel-data estimation, one-step systéfM@stimates. All
regressions include year dummies both as regresmods as instrumentsGovernment UCR.*IRA and Political

Orientation ;*IRA are instrumented with their lagkvestor Protectionand Disproportionalityindexesare defined in
Section 5. Standard errors in parentheses are troduseteroschedasticity and to within group seciadrelation.AR(1)
[AR(2)] tests the null hypothesis of no first-ordsecond-order] correlation in the differenced desis. TheSargan-
Hansenstatistic tests the null hypothesis that the adgentifying restrictions are valid. THaifference-in-Hansestatistic
tests the exogeneity of subsets or individual umants. ***, ** * denote statistical significana 1%, 5% and 10%.

I/K Q) (2) (3)
(VK) .1 0.939*** 0.933*** 0.944%**
(0.117) (0.118) (0.117)
(1K) 41 -1.142%** -1.143%** =117 %
(0.157) (0.161) (0.163)
(M/K) 1 0.003 - 0.005 -0.004
(0.039) (0.041) (0.038)
(Y/K) 1 0.005 0.005 0.004
(0.004) (0.005) (0.004)
(Debt/K Y., -0.005*** -0.004*** - 0.005%**
(0.002) (0.002) (0.002)
IRA Dummy;; (0q) 0.012** 0.015** 0.081**
(0.005) (0.006) (0.035)
Government UCRy (a5) - 0.008 0.011
- (0.008) (0.011)
Political Orientation; (as) - -0.001 0.007*
- (0.003) (0.004)
Government UCR;* IRA (0y) - - -0.001
- - (0.018)
Political Orientation* IRA (as) - - -0.012*
- - (0.006)
P-value test oa; +0, =0 - - 0.018
P-value test o, +0a5=0 - - 0.017
P-value test oz +05 =0 - - 0.192
Arellano-Bond test for AR(1{p-value) 0.003 0.003 0.003
Arellano-Bond test for AR(2)p-value) 0.757 0.771 0.868
Sargan-Hansen tegi-value) 0.304[67] 0.226[65] 0.202[65]

Internal Instruments

Difference-in-Hansen tesfp-value)

IRA Dummy;., 0.630 0.479 0.181
Government UCR, - 0.771 0.208
Political Orientation., - 0.336 0.276
External and Excluded Instruments

Government UCR 0.707 - -
Political Orientation 0.693 - -

IP - Investor Protection 0.227 0442 0.328
D - Disproportionality 0.958 0.933 0.759
N. Firms [N. Obs.] 80[521] 80[521] 80[521]
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Table 5 — GMM System Estimates of the Investment Her Equation with Formal Regulatory
Independence Index

(I/K), (I7TIK), (Y/K)IRA dummy,Government's UCRindPolitical orientationare defined in Table Regulatory Independende

an index of formal regulatory independence (Gilagfl05). Dynamic panel-data estimation, one-stegpesy GMM estimates.
All regressions include year dummies both as regmssand as instrument&overnment UCR*IRA andPolitical Orientation,
1*IRA are instrumented with their lagmvestor Protectiorand Disproportionalitylndexesare defined in Section 5. Standard
errors in parentheses are robust to heteroscheithasind to within group serial correlation.AR(1IAR(2)] tests the null
hypothesis of no first-order [second-order] cottieta in the differenced residuals. The Sargan-Harsatistic tests the null
hypothesis that the over-identifying restrictiome &alid. TheDifference-in-Hanserstatistics tests the exogeneity of subsets or
individual instruments. ***, ** * denote signifnce of the coefficients at 1%, 5% and 10%.

K 1) &) 3)
(VK) -1 0.753*** 0.774x** 0.735%**
(0.131) (0.138) (0.135)
(1K) %1 -0.906***  -0.978**  -0.903***
(0.180) (0.194) (0.179)
(MN/K) 1 0.091 -0.027 0.204**
(0.075) (0.071) (0.103)
(Y/K) 1 -0.003 -0.004 -0.002
(0.003) (0.005) (0.004)
Regulatory Independence Indexa;) 0.060* 0.181** 0.370**
(0.037) (0.071) (0.182)
Government UCR; (0,) - -0.009 -0.158**
- (0.013) (0.079)
Political Orientation; (a3) - -0.003 0.038**
- (0.005) (0.017)
Government UCR;* Regulatory Independencea) - - 0.275**
- - (0.135)
Political Orientation* Regulatory Independencesd) - - -0.072**
- - (0.031)
P-value test oy +0, =0 - - 0.008
P-value test o, +0, =0 - - 0.041
P-value test oy +05=0 - 0.049
P-value test o3 +05 =0 - 0.028
Arellano-Bond test for AR(1{p-value) 0.033 0.023 0.031
Arellano-Bond test for AR(2p-value) 0.622 0.908 0.339
Sargan-Hansen tegi-value) 0.453[40] 0.590[43] 0.548[31]
Internal Instruments Difference-in-Hansen tesfp-value)
Regulatory Independence Indgex 0.15 0.241 0.274
Government UCR, - 0.416 0.428
Political Orientation., - 0.638 0.147
External and Excluded Instruments
IP - Investor Protection 0.752 - -
D- Disproportionality - 0.457 0.119
N. Firms [N. Obs.] 53[261] 53[286] 53[261]
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Table 6 — Robustness Analysis: Political Institutins as External Instruments

(I/K), (ITIK), (Y/K),IRA dummy, Government's UCRand Political orientation are defined in Table 2. Dynamic panel-data
estimation, one-step system GMM estimates. All esgions include year dummies both as regressors amd
instrumentsGovernment UCR;*IRA andPolitical Orientation.;*IRA are instrumented witlbovernment UCR* Government
Stability., and EXERLG* Government Stability, respectively. The World Bank political instituti® instruments include:
Government Stability, Checks & Balances,ElectiotePandEXERLC,as defined in Section 5. Standard errors in phesats
are robust to heteroschedasticity and to withirugrserial correlation.AR(1) [AR(2)] tests the nhilpothesis of no first-order
[second-order] correlation in the differenced raald. The Sargan-Hansen statistic tests the nuydbtiwgsis that the over-
identifying restrictions are valid. THeifference-in-Hanserstatistics tests the exogeneity of subsets owiddal instruments.
*x xx * denote significance of the coefficientat 1%, 5% and 10%.

I/K ¢ 1) (2) 3)
(1K) 1 0.942%** 0.926*** 0.915%**
(0.127) (0.127) (0.125)
(1K) 41 -1.154*** -1.147%** -1.161***
(0.180) (0.181) (0.186)
(MN/K) 1 -0.006 -0.006 -0.001
(0.031) (0.032) (0.029)
(Y/K) 1 0.003 0.002 0.003
(0.004) (0.004) (0.004)
IRA Dummy; (04) 0.012*** 0.014*** 0.120**
(0.004) (0.005) (0.052)
Government UCR; (a5) - 0.009 -0.011
- (0.006) (0.011)
Paolitical Orientation; (as) - -0.002 0.010*
- (0.002) (0.006)
Government UCR* IRA (ay) - - 0.039*
- - (0.022)
Political Orientation* IRA (0s) - - -0.021**
- - (0.009)
P-value test oa; +0, =0 - - 0.003
P-value test o, +0, =0 - - 0.041
P-value test o, +0a5=0 - - 0.021
P-value test oz +05 =0 - - 0.007
Arellano-Bond test for AR(1{p-value) 0.004 0.004 0.003
Arellano-Bond test for AR(2(p-value) 0.835 0.852 0.819
Sargan-Hansen tegi-value) 0.516[71] 0.445[69] 0.296[65]

Difference-in-Hansen tesfp-value)

External and Excluded Instruments

Government UCR, 0.840 - -
Political Orientation., 0.230 - -

WB Political Institutions 0.907 0.571 0.903
N. Firms [N. Obs.] 80 [521] 80 [521] 80 [521]
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Table 7 — Robustness: Further checks on the Validitof External Political and Legal
Instruments

(I/K), (ITIK), (Y/K),IRA dummy, Government's UCRand Political orientation are defined in Table 2. Dynamic panel-data
estimation, one-step system GMM estimates. All esgions include year dummies both as regressors and
instrumentssovernment UCR*IRA and Political Orientation,*IRA are instrumented with their lagkvestor Protection
DisproportionalitylndexesElection Date Government Stabilittand EXERLC are defined in Section 5. Standard errors in
parentheses are robust to heteroschedasticityoawithin group serial correlation.AR(1) [AR(2)] teshe null hypothesis of no
first-order [second-order] correlation in the drffaced residuals. The Sargan-Hansen statistic tlestaull hypothesis that the
over-identifying restrictions are valid. Thbifference-in-Hansenstatistics tests the exogeneity of subsets orvidaal
instruments. *** ** * denote significance ofeahcoefficients at 1%, 5% and 10%.

I/K ¢ 1) (2 3) (4)
(/K) 11 0.965*** 0.963*** 0.997*** 0.947**=
(0.118) (0.114) (0.130) (0.138)
(VK) 21 -1.212%** -1.221*** -1.250*** -1.189***
(0.172) (0.169) (0.183) (0.203)
(M/K) 14 -0.006 0.001 -0.011 -0.004
(0.030) (0.027) (0.033) (0.031)
(Y/K) 1 0.003 0.003 0.003 0.001
(0.004) (0.004) (0.004) (0.004)
IRA Dummy.; (ay) 0.013* 0.076* 0.014* 0.073*
(0.006) (0.030) (0.007) (0.033)
Government UCR; (a>) 0.012 0.008 0.005 -0.007
(0.010) (0.011) (0.009) (0.012)
Political Orientation (0s) 0.000 0.008** -0.006 -0.002
(0.003) (0.004) (0.006) (0.005)
Government UCR;* IRA () - 0.010 - 0.021
- (0.019) - (0.020)
Political Orientation,* IRA (as) - -0.012** - -0.012**
- (0.005) - (0.006)
Investor Protectiop; 0.0005 0.0003 - -
(0.003) (0.003) - -
Disproportionality; 0.0003 0.0002 - -
(0.0003) (0.0003) - -
GovernmentStability; - - 0.014~* 0.011
- - (0.008) (0.008)
EXERLC,, - - 0.007 0.009
- - (0.005) (0.007)
Checksé& Balancg, - - 0.007 0.002
- - (0.002) (0.003)
Election Date; - - -0.009 -0.009
- - (0.09) (0.009)
P-value test o, +a, =0 - 0.014 - 0.014
P-value test on; +as =0 - 0.011 - 0.025
P-value test oni; +05 = 0 - 0.226 - 0.067
Arellano-Bond test for AR(1{p-value) 0.003 0.003 0.004 0.004
Arellano-Bond test for AR(2)p-value) 0.871 0.998 0.849 0.677
Sargan-Hansen tefgi-value) 0.201[64] 0.325[65] 0.459[64] 0.359
N. Firms [N. Obs.] 80 [521] 80 [521] 80[521] 80[521]
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Table 8 — Robustness: Controlling for Competition Hects

(I/K), (ITIK), (Y/K),IRA dummy,Government's UCRndPolitical orientationare defined in Table 2. THRECD Liberalization
Indexis a revised version of the OECD Index of Proddarket Regulation by Conway and Nicoletti (200&)ynamic panel-
data estimation, one-step system GMM estimates.rédressions include year dumm@EBCD Liberalization.,*IRA and
Political Orientation;*IRA are instrumented with their lagsiwvestor Protectiorandisproportionalitylndexesare defined in
Section 5. Standard errors in parentheses are trabieteroschedasticity and to within group sec@relation.AR(1) [AR(2)]
tests the null hypothesis of no first-order [seconder] correlation in the differenced residualeeTSargan-Hansen statistic tests
the null hypothesis that the over-identifying riestons are valid. Thdifference-in-Hanserstatistics tests the exogeneity of
subsets or individual instruments. *** ** * detwsignificance of the coefficients at 1%, 5% aféol

I/K ¢ (1) (2) (3)
(VK) p.1 0.822*** 0.800*** 0.758***
(0.084) (0.095) (0.111)
(1K) 41 -1.021*** -0.989*** -0.954***
(0.137) (0.149) (0.146)
(M/K)¢.q 0.138** 0.138** 0.165**
(0.063) (0.064) (0.084)
(Y/K) 1 -0.004 -0.004 -0.003
(0.003) (0.003) (0.006)
IRA Dummy; 0.019** 0.020* 0.132**
(0.009) (0.011) (0.056)
OECD Liberalization Indey; 0.001 -0.0003 -0.006
(0.004) (0.002) (0.003)
OECD Liberalization Index* IRA - 0.0001 -0.0001
- (0.004) (0.004)
Political Orientation, - - 0.013
- - (0.008)
Government UCR, - - 0.016
- - (0.013)
Political Orientation* IRA - - -0.021**
- - (0.009)
Arellano-Bond test for AR(1{p-value) 0.025 0.024 0.021
Arellano-Bond test for AR(2p-value) 0.492 0.499 0.245
Sargan-Hansen tefi-value) 0.441 [48] 0.400 [34] 0.609 [35]
Internal Instruments Difference-in-Hansen tesfp-value)
IRA Dummy., 0.728 0.891 0.732
OECD Liberalization Index 0.785 0.574 0.213
Government UCR, - - 0.569
Political Orientation, - - 0.501
External Instruments
IP - Investor Protection 0.950 0.749 0.298
D- Disproportionality 0.655 0.491 0.956
N. Firms [N. Obs.] 57[307] 57[307] 57[307]

! p-value = 0.117
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FIGURE 1 - MARGINAL EFFECT OFPOLITICAL ORIENTATION ON IK AS THEIRA IS SET IN PLACE

Marginal Effect of Political Orientation dK as IRA is set in place (95% confidence intervals)
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FIGURE 2 - MARGINAL EFFECT OFIRA ONIK AS POLITICAL ORIENTATION SHIFTS FROM LEFT TO
RIGHT?

Marginal Effect of IRA orlK as Political Orientation changes (95% confidentanials)
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2 We report values only for the range of variatiénhe Political Orientationvariable, i.e. [3.665 — 8.025]. Note that the
80% of observations belongs to the range [4 — 7.71]
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Appendix Al — Establishment of an Independent Authoty and Government’s Political

Orientation
Energy Telecom
Country Date of Leading Party/Coalition and political Date of Leading Party/Coalition and political
establishing | orientation of the Government when | establishing a| orientation of the Government when
an energy the IRA is established Telecom IRA the IRA is established
IRA
Social Democratic Party run by Franz Social Democratic Party run by Franz
Austria 2000 Vranitzky 1997 Vranitzky
Executive Or.Right Executive Or.Right
Dutch Christian Social Coalition run by Dutch Christian Social Coalit run by
Belgium 1999 Jean-Luc Dehaene 1991 Wilfred Martens
Executive Or.Center Executive Or.Center
Social Democratic Party run by Liberal Party of Denmark run by Anders
Denmark 1999 PoulNyrup Rasmussen 2002 Fogh Rasmussen
Executive Orleft Executive Or.Right
Centre Party run by EskoAho Social Democratic Party run by
. KaleviSorsa
Finland 1995 Executive Or.CentefRight 1987
Executive Or.CentefRight
Socialist Party run by Lionel Jospin Rally for the Republic run by Alain Juppe
France 2000 1996
Executive Or.Left Executive Or.Right
CDU/CSU run by Angela Merkel CDU/CSU run by Helmut Kohl
Germany 2006 1996
Executive Or.Right Executive Or.Right
Pan-Hellenic Movement run by Costds New Democracy run by Constantine
Greece 2000 Simitis 1992 Mitsotakis
Executive Or.Center/Left Executive Or.Right
Fianna Fail-Labour run by Bertie Ahenn Fianna Fail-Labour run by Albert
Reynolds
Ireland 1999 Executive Or.CentefRight 1997
Executive Or.CentefRight
Technical (Non-partisan) govn.’t Socialist Party run by Romano Prodi
run by LambertoDini
Italy 1996 1997 Executive Or.Center/Left
Executive Or.Center
Labour Party run by William Kok Labour Party run by William Kok
Netherlands 1998 1997
Executive Or.CentefRight Executive Or.CentefRight
Social Democratic Party run by Socialist Party run by Antonio Gutteres
AnibalCavaco Silva
Portugal 1995 2001 Executive Or.Left
Executive Or.Right
Popular Party run by Jose Aznar Socialist Party run by Felipe Gonzales
Spain 1998 1996
Executive Or.Right Executive Or.Left
Social Democratic Labour Party run by Moderate Party run by Carl Bildt
GoranPersson
Sweden 1998 1992 Executive Or.Right
Executive Or.Left
Conservative Party run by Margaret Conservative Party run by Margaret
UK 1989 Thatcher 1984 Thatcher

Executive Or.Right

Executive Or.Right
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Appendix A2 — Summary Statistics for Political andLegal Institutional Variables

Variable Mean Std. Dev. Min Max No. Ob
Investor Protection 3.826 1.216 1 5 72(
Disproportionality Index 10.527 8.222 0.428 33.739 72
Government Stability 0.156 0.320 0 1 72(
EXERLC 1.960 0.942 1 3 72(
Election Date 0.029 0.168 0 1 72(
Checks & Balances 3.874 0.975 2 7 72(
OECD Liberalization Index 2.708 2.042 0 6 52]
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Appendix A3

Robustness Analysis: GMM-difference Estimates of # Investment Euler Equation

(/K), (ITIK), (Y/K),IRA dummy, Government's UCRand Political orientation are defined in Table 2. Dynamic panel-data
estimation, one-step first-differences GMM estimsatéll regressions include year dummigsvernment UCR*IRA and
Political Orientation,.*IRA are instrumented with their lagswvestor Protectiorand Disproportionalitylndexesre defined in
Section 5. Standard errors in parentheses are trabieteroschedasticity and to within group sec@relation.AR(1) [AR(2)]
tests the null hypothesis of no first-order [seconder] correlation in the differenced residualbeBargan-Hansestatistic tests
the null hypothesis that the over-identifying riestons are valid. Thdifference-in-Hanserstatistics tests the exogeneity of

subsets or individual instruments. ***, ** * deresignificance of the coefficients at 1%, 5% an#10

I/K ¢ 1) (2) (3)
(VK) .1 1.183*** 1.014*** 1.124***
(0.252) (0.195) (0.259)
(1K) %1 -1.467*** -1.240%** -1.411%**
(0.370) (0.259) (0.378)
(M/K)¢.q 0.002 0.054 -0.010
(0.103) (0.088) (0.082)
(Y/K) 1 0.019 0.009 0.015
(0.020) (0.020) (0.019)
IRA Dummy; (ay) 0.077* 0.068** 0.244%***
(0.042) (0.034) (0.094)
Government UCR, (a>) - 0.061 0.066
- (0.052) (0.106)
Political Orientation; (05) - -0.009 0.007
- (0.007) (0.010)
Government UCRy* IRA (a,) - - -0.103
- - (0.097)
Political Orientation,* IRA (as) - - -0.018*
- - (0.010)
P-value test on; +a5=0 - - 0.010
P-value test oni; +a5=0 - - 0.233
Arellano-Bond test for AR(1{p-value) 0.001 0.002 0.001
Arellano-Bond test for AR(2p-value) 0.779 0.801 0.894
Sargan-Hansen te§i-value) 0.327 [47] 0.190 [59] 0.441 [44]

Internal Instruments

Difference-in-Hansen tesfp-value)

IRA Dummy;., 0.772 0.529 0.753
Government UCR, - 0.578 0.498
Political Orientation, - 0.897 0.659
External Instruments

IP - Investor Protection 0.177 - -

D- Disproportionality 0.920 0.547 0.324
N. Firms [N. Obs.] 79[435] 79[435] 79[435]
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Appendix A4

Robustness Analysis: The impact of Politics in firma regulated by an IRA

(I/K), (I7T/K), (Y/K),Government’'s UCRindPolitical orientationare defined in Table ZXERLCis a measure of political stance
of the executive and is equal to 1 when the exeeus leftwing, 2 when it is centre, and 3 whenghtwing. Dynamic panel-
data GMM-System estimation. All regressions inclugear dummies. Standard errors in parentheses albestr to
heteroschedasticity and to within group serial @ation.AR(1) [AR(2)] tests the null hypothesisraf first-order [second-order]
correlation in the differenced residuals. T¥&rgan-Hansestatistic tests the null hypothesis that the adentifying restrictions
are valid. TheDifference-in-Hanserstatistics tests the exogeneity of subsets owididal instruments. *** ** * denote
significance of the coefficients at 1%, 5% and 10%.

UK (@) #)
(VK) .1 0.830*** 0.766***
(0.158) (0.114)
(1K) 31 -1.057%** -0.928*+*
(0.222) (0.148)
(M/K) 1 0.106 0.174*
(0.069) (0.086)
(Y/K) 1 0.001 -0.004
(0.003) (0.003)
Government UCR, 0.015 0.006
(0.012) (0.013)
Political Orientation, -0.006* -
(0.003) -
EXERLC, - -0.011*
- (0.006)
Arellano-Bond test for AR(1{p-value) 0.013 0.030
Arellano-Bond test for AR(2p-value) 0.769 0.607
Sargan-Hansen te@i-value) 0.446 [51] 0.441 [44]
Firms [N. Obs.] 55[306] 53[261]
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