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Machine Learning called random 
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Biau (LSTA - Paris 6) and Jean-Philipe 
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Tree-based methods are among state-of-the-art methods to 
handle tabular data sets. Among them, random forests 
(Breiman, 2001) are appealing, notably due to their parallel 
nature and good predictive performances. The theory behind 
random forests remains obscure. Historically, attempts to 
understand their behavior first focus on stylized random forests, 
whose construction is independent of the data set. Even if these 
stylized versions depart greatly from that of the original 
algorithm, their analyses reveal some interesting properties, 
that are thought to hold for Breiman's forests. In this short 
course, we will go through several properties of random forests 
and illustrate them with some properly chosen random forest 
models. The connection with kernel methods and its impact on 
the algorithm consistency will also be discussed.  
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Several views on the consistency of 
random forests
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