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Motivation

e Observe discounted asset prices:
(S(n))neq1,... N}

e define X (n) :=log(S(n)) Vne{l,..., N}
and
X(n) :== X(n+1)—X(n) Vne{l,... N—1}

o if (X(n))neq1,...,ny IS stationary, define
Vn € {1,... ,N — k} Autocorrelation:

p(k) =Corr(X(n+k),X(n))
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Model

e Model: (X(n))neq1,... Ny are discrete
observations of a

— Diffusion (X (¢))i>0 = p(k) =0

dX(t) = p(X(t),t)dt+o(X(t),t)dB(t)
X0) = =z

— self-similar process (X (t)):cr with
stationary increments
— for N — o0 and K — o©

Z p(k) — 0 or Z p(k) — o
k=—K k=—K




/ Self-similar processes \

self-similar:

(X (ct))ter =4 (X@))icr Ve > 0
stationary increments:

o(k) = %{(k + 127 =282 (k- 1)}
for 0 < H <1, H# 3

p(k)

H2H — 1)k > 1 kE — o0

i o) =0 Y He (o%)

k=—o0

i p(k) = o0 VHE(%,l)

k=—o00
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o X(t)=g(Y(et),t) foralltel

~

Statistical Methodology

— Y is a Gaussian process whose sample
path has fractal dimension D =2 — H,

EY (t) =0,
E(Y (s +1t) =Y (s)® = c[t|* + O ([t|**7)

uniformly in s € [0,1] as t — 0 for
constants ¢ >0, a« =2H € (3,2) and
ﬁ>min(%,2—a>.

— g is a smooth function

- .___ 99
g]l]2 T (&U)jl (5t)j2

are bounded for each j1,52 > 0 and gig
does not vanish

— H is called the Hurst coefficient.




R/S Analysis 1

observations: X (0),...,X(N)

interval lengths n € {lym,... ,lxm} C IN,
max{lym,... ,lgm} < N, m € IN

number of intervals of length n: A4:= 2

for every A and every t € [(a — 1)n, an],
a=1,...A define:

t
Zt .= Xt — E(Xan — X(a—l)n)
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R/S Analysis 2

max

(a—1)n<t<an

L — min

Ly

(a—1)n<t<an
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R/S Analysis 3

define H:

R A
log ((§> ) = Hlogn+0b




log(R_{i}/S {i})

R/S Analysis - Example

R/S statistic for Volkswagen

log(length of interval i)

A

H = 0.6049
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Distribution of 4 — H

e Limiting distribution (N — oo, for fixed k):

— Normal: 0 < H < 2

— Rosenblatt: 3 < H <1
e Monte Carlo approach

— dgreater accuracy then asymptotic
approximation

— stochastic fluctuation of the “S"” part of
the R/S Analysis influence the true
distribution of H but not the limiting
distribution




Classical bootstrap approach

e Simulation of a parametric model
— The model is not completely known
e nonparametric bootstrap

— the data are strongly dependend

— in general it is not possible to find the
lid " disturbances”
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Distribution of 4 — H

e assume e:= + — 0 and m = m(e) — o as
e — 0 with = + me = O(e*) (a > 0)

e define: ¢ :=me and

gu=H) - if3/4<H<1
te=14 (Sloge)* + if H=3/4
g2 if0< H<3/4,
Then: e—0 — tc—0
and
H—H=tZ

where Z¢ has a proper limiting distribution
independent of g. (X(t) = g(Y(et),t))
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Bootstrap algorithm

e estimate H

e simulate a number of processes (X (t)*)icr
with self-similarity parameter H and
estimate H* for every simulated process

e take the empirical distribution of H* — H as
an approximation of H—-H

How to choose (X (t)*)ier 7

e structur of process (X (t))icr does not
influence the limiting distribution of H

— it would be the same as for an elementary
self-similar gaussian process

— fractional Brownian Motion
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Financial Application

e Data: 6900 observations of 24 german

stocks (included in DAX)
from January 1973 to June 1999

e Test: Hy:H =3 Hy:H+# 3
asset H | p-value

BMW | 0.5851 0.05

Daimler | 0.5859 0.05
Mannesmann | 0.5856 0.05
Preussag | 0.5884 0.035

Siemens | 0.6007 0
Volkswagen | 0.6049 0

p-value := P [|I§I* — EH*|>|H - EH"|

)




