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Abstract Software-as-a-service applications are experiencing immense growth
as their comparatively low cost makes them an important alternative to tra-
ditional software. Following the initial adoption phase, vendors are now con-
cerned with the continued usage of their software. To analyze the influence of
different measures to improve continued usage over time, a longitudinal study
design using data from a SaaS vendor was implemented. By employing a lin-
ear mixed model, the study finds several measures to have a positive effect
on a software’s usage penetration. In addition to these activation measures
performed by the SaaS vendor, software as well as client characteristics were
likewise examined but did not display significant estimates. In summary the
study contributes novel insights into the scarcely researched field of influencing
factors on SaaS usage continuance.

Keywords Linear Mixed Models � Software-as-a-Service � Usage Continuance

1 Introduction

With the continuing trend toward IT industrialization, public cloud services
constitute an evolution of business by allowing for a new opportunity to
shape the relationship between IT service customers and vendors (van der
Meulen and Pettey, 2008). Cloud computing can be categorized into three
broad service categories, namely infrastructure-as-a-service (IaaS), platform-
as-a-service (PaaS), and software-as-a-service (SaaS). According to Gartner
(2016), these cloud services are subject to a 26.4 % growth in 2017, resulting
in a total market size of $ 89.8 billion worldwide. SaaS solutions make up the
biggest amount among the three service categories with a forecasted market
size of $ 46.3 billion for 2017.
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For software-as-a-service applications, customers do not pay to own the
software but instead only pay to access and use it through an API. In turn,
the SaaS provider hosts and operates the application (Cisco, 2009). This busi-
ness model offers various advantages to its customers, such as reduced IT
dependence and costs. Further, it allows for more flexibility since a company
is able to quickly scale the respective software solution as business conditions
change (Waters, 2005). The SaaS business model is also of advantage to its
vendors. Compared to traditional software vendors, SaaS solution providers
typically operate in close connection with their clients, which leads to greater
knowledge about customers and their requirements. Furthermore, the SaaS
business model drives additional sales opportunities and provides more up-
grade revenue, since initial offers can easily be expanded as adding new users
or providing new features can be done for all customers without additional
customization costs (Ma, 2007). In addition, as clients pay on a regular basis
in exchange for continued access to the application, SaaS companies possess a
predictable recurring revenue stream (Cloud Strategies, 2013). However, SaaS
vendors also critically depend on the renewals of subscriptions making them
highly sensitive to the clients constant software usage. Consequently, large
parts of the SaaS vendor tasks can be compared to traditional customer rela-
tionship management. If the respective software solution demonstrates low or
declining usage within a company, a renewal of the contract after the initial
period of agreement will become unlikely. Therefore, adequately managing us-
age continuance intention, which is defined as the decision a user makes to use
an application beyond the initial adoption (Ratten, 2016), is key to the success
of a SaaS business. Monitoring and likewise forecasting usage constitutes the
foundation for strategic decision makers in SaaS companies to make informed
business decisions.

Research on SaaS in later phases of the software lifecycle, such as the usage
continuance, is sparse (Walther et al., 2015). The existing literature stream on
continued SaaS use primarily explores the influence of service quality, trust,
and satisfaction on continuence use intention in SaaS (Benlian et al., 2010,
2011; Yang and Chou, 2015). Only few studies address additional influenc-
ing factors by applying a socio-technical approach (Walther et al., 2015) or
including assumptions from social cognitive theory (Ratten, 2016). Further-
more, current studies share the limitation of using cross sectional data.

The present work will examine determinants to continued SaaS use while
implementing a longitudinal study design. The data employed is not sampled
by interviewing SaaS clients but rather the SaaS vendor himself. This ap-
proach enables a new perspective on the matter and allows for a focus on how
the specific SaaS solution as well as a client’s characteristics influence usage
continuance. Moreover, the present work is the first to examine the effect of
activation measures performed by SaaS vendors on their software’s usage. The
resulting research hypotheses center exactly around these three aspects, i.e.
the software and the client characteristics, as well as the activation measures.

To examine the formulated research hypotheses, a linear mixed model is
built to fit the underlying data and the effect of predictors on the software’s
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usage is determined. The final model is employed to predict usage figures in
an out-of-time validation setting.

2 Related work

In order to comprehend the existing body of knowledge on SaaS usage continu-
ance, a literature review using the search terms ’SaaS’, ’Software-as-a-Service’,
’continuance’, and ’post-adoption’ was conducted. Although the term ’post-
adoption’ technically refers to behaviors that follow initial acceptance, it is
often used as a synonym for continuance (Karahanna et al., 1999). The re-
view revealed a valuable and steadily expanding body of literature exploring
the drivers of SaaS adoption, specifically focusing on the circumstances under
which companies introduce SaaS (Walther et al., 2015). Factors influencing the
adoption decision process are examined for not only SaaS applications (Wu,
2011a,b), but likewise for cloud computing solutions in general (Sharma et al.,
2016). In this context, an additional stream of literature explores adoption is-
sues related to change management (El-Gazzar et al., 2016; Wang et al., 2016).
However, as SaaS is a relatively new phenomenon, research on later phases of
the software lifecycle, such as the usage continuance, is sparse (Walther et al.,
2015). Table 1 presents the reviewed literature and their focus.

Research goal Methodology
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Ratten (2016) x Cross sectional PLS self-reported
Walther et al. (2015) x Cross sectional PLS Self-reported
Benlian et al. (2010) x x Cross sectional PLS self-reported
Benlian et al. (2011) x Cross sectional PLS self-reported
Yang and Chou (2015) x x Cross sectional PLS Self-reported
Karahanna et al. (1999) x x Cross sectional PLS self-reported
Wu (2011a) x Cross sectional PLS self-reported
Wu (2011b) x Cross sectional Rough Set self-reported
Sharma et al. (2016) x Cross sectional MLR, Neural Net-

work
self-reported

El-Gazzar et al. (2016) x Cross sectional - self-reported
Wang et al. (2016) x Cross sectional ANOVA, PCA self-reported
Coussement and van den
Poel (2008)

x Cross sectional SVM, Random For-
est

observed

Frank and Pittges (2009) x longitudinal decision trees, k-
means clustering

observed

Sukow and Grant (2013) x longitudinal Array model observed

This Paper x longitudinal LMM observed + self-
reported

x x

Table 1: Literature

The literature was categorized into different research goals by analyzing the
papers focus on different SaaS performance measures. Then, the methodology
of every study was evaluated including the type and source of data used and the
different statistical model applied to the data. Research on customer behavior
in similar fields has repeatedly shown that client characteristics have a strong
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impact on repurchase behavior and satisfaction (Mittal and Kamakura, 2001;
Ranaweera et al., 2005). Therefore, the literature was also analyzed for the
inclusion of client characteristics in the models. Finally, it was analyzed wether
vendor activation measures were considered as effects on usage continuance as
they can have significant effect in other research areas Kang et al. (2006). As
a result of the literature review, the subsequent section will give an overview
of research relevant for this study. The identified gaps in previous work will
then be used to refine research objectives in chapter 3.

2.1 Continuance Use Intention in Software-as-a-Service

A large share of literature on usage continuance in software-as-a-service strives
to explain the role of service quality, trust, and satisfaction for continued SaaS
use (Benlian et al., 2010, 2011; Yang and Chou, 2015). Benlian et al. (2011)
developed a SaaS measure to capture service quality evaluations in SaaS solu-
tions. In doing so, they validated already established service quality dimensions
(i.e. rapport, responsiveness, reliability, and features) and identified two new
factors, namely security and flexibility. Yang and Chou (2015) explored the
effects of service quality on trust, which in turn was hypothesized to affect a
SaaS client’s post-adoption intention. They focused on three types of service
quality (client orientation, client response, and environment) which proved
to have a positive influence on trust in the service quality as well as trust
in the provider. Moreover, both types of trust displayed a positive effect on
post-adoption intention. Further research is concerned with the relationship
between service quality and trust, which in turn are influencing factors of SaaS
satisfaction (Chou and Chiang, 2013; Pan and Mitchell, 2015). However, com-
pared to this study, none of these studies explicitly integrate usage continuance
into their research models.

In addition to service quality, Walther et al. (2015) examined continu-
ance intention of cloud-based enterprise systems, which constitute a specific
form of SaaS, by taking a more extensive area of variables into account. Fol-
lowing a socio-technical approach, they included three factors of continuance
forces (system quality, information quality, and net benefits) and two sources
of continuance inertia (technical integration and system investment) into their
research model. The results showed that system quality had the highest pos-
itive effect on continuance intention, followed by system investment. In turn,
information quality was the only variable to not show a significant effect. Also,
a recent study by Ratten (2016) explored continuance use intention for cloud
computing solutions in general by building upon social cognitive theory. The
analysis of survey data from managers of technology firms showed personal
attitude to be the most important factor for continuance use of cloud comput-
ing.

The focus of the present work lies on the identification of factors influ-
encing continuous use intention in SaaS applications as opposed to modeling
churn rates of SaaS customers. Nevertheless, it should be mentioned that an
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interesting stream of literature evolved to analyze and predict actual churn
rates in SaaS (Coussement and van den Poel, 2008; Frank and Pittges, 2009;
Sukow and Grant, 2013).

2.2 Identified Research Gaps

The review of related work identified an informative body of literature related
to usage continuance in the software-as-a-service industry. However, previous
studies suffer from several limitations with regard to their methodology as well
as the analyzed influencing factors.

First, all empirical studies on usage continuance presented above collected
their data from a single respondent within several organizations (Benlian et al.,
2010, 2011; Yang and Chou, 2015; Walther et al., 2015; Ratten, 2016). To be
exact, they sent out survey questionnaires to IT managers or key decision
makers of firms that had recently adopted a SaaS application, or as in the
case of the study from Ratten (2016), a general cloud computing solution.
As existing analyses are based on self-reported data collected from a single
source, Benlian et al. (2010) and Walther et al. (2015) express concerns about
the study methodology. It can be argued that the results represent individual
views rather than a shared opinion within a company, which might lead to a
single respondent as well as a social desirability bias (Walther et al., 2015).
Further, existing findings must be interpreted considering the limitations of
cross-sectional studies. As data was only sampled once rather than over time,
not all possibilities to adequately understand temporal relationships and to
measure actual behavior are exhausted (Benlian et al., 2010; Walther et al.,
2015). A research gap therefore lies in the acquisition of longitudinal data as
well as data provided by not only single respondents to overcome restrictions
of prior studies.

In addition to existing limitations in methodology, research gaps exist with
regard to the factors examined to influence usage continuance in software-as-
a-service. Current literature mainly focuses on the influence of service quality
and the related concepts of trust and satisfaction on continued SaaS use (Ben-
lian et al., 2010, 2011; Yang and Chou, 2015). Although Walther and Eymann
(2012) and Ratten (2016) introduced the inclusion of additional factors into
the analysis, e.g. system investment and personal attitudes, so far no study
examined the role of a client’s characteristics on usage continuance in SaaS.
Further, Walther et al. (2015) suggest the inclusion of ’hard data’ describing
the implemented SaaS solution to further reduce common method variance.
At last, previous studies lacks an analysis of a SaaS vendors possibilities to
actively influence usage by executing activation measures.

3 Hypothesis Development

This work uses SaaS Vendor interview panel data to examine how software and
client characteristics influence continuance use intention in SaaS. Furthermore,
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the influence of vendor activation measures is considered as no previous work
has included either client characteristics or vendor activation measures. An
analysis on two levels shall be undertaken. First, the aim is to adequately
characterize each client’s pattern of change over time in order to describe
individual usage trajectory. This within-individual change over time shall be
captured and examined. Second, it is intended to examine the association
between predictor variables and the patterns of change to assess differences
between clients. These interindividual differences are of equivalent importance.
In general, the goal is to detect heterogeneity in change across clients and
determine the relationship between predictors and the shape of each client’s
individual trajectory. Overall, usage shall be examined according to a client’s
software solution, a client’s characteristics, as well as the activation measures
that were undertaken by the SaaS provider to increase usage.

3.1 Research Hypotheses

Thirteen distinct hypotheses were developed on the basis of the literature
review and identified research objectives. Table 2 summarizes the derived hy-
potheses.

Category Factor Expected di-
rection

Explanation

Software Amount of Content � More content leads to increase in users as the software value in-
creases

Quality of Content � This study hypothesizes that content quality leads to higher in-
centives to use software

Single Sign-On � Single Sign-On simplifies the login process and reduces any bar-
riers created by having to remember passwords. Therefore usage
increases.

Design � Contemporary and improved software design results in higher
number of users

Presence of Process-
oriented Module

� Implementing a process-oriented module as opposed to only
knowledge management modules requires regular user interaction
resulting in a higher overall usage

Client Age � Users have difficulties to include software into their daily routine
and will use it less over time

Involvement � Clients motivating and incentivizing the use of the software have
increased overall usage

Management Structure � A centralized strategic management on the client side leads to bet-
ter decisions and activation measure which again result in higher
user numbers

Number of Contacts � Since coordinating multiple contacts can be difficult, a high num-
ber of contact persons decreases the communication efficiency and
SaaS usage

Counseling Demand � High counseling demand shows a strong connection between Saas
vendor and client and therefore a higher motivation to use the
software

Activation measures Banner � Banners redirecting users to the SaaS solution increases awareness
and therefore user numbers

Newsletter � Regular vendor newsletters increase usage by linking to the SaaS
solution

Training � By conducting trainings for potential and current SaaS users,
awareness and perceived usefulness is increased resulting in an
increase in users

Table 2: Research Hypotheses

The hypotheses being tested can be divided into three broader categories,
namely software characteristics, client characteristics, and activation measures.
Hence, the outline of the present section is guided by this classification.
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3.1.1 Software Characteristics

The first set of hypotheses is concerned with characteristics of the implemented
software solution. Clients of a SaaS solution naturally do not access the exact
same software solution but rather have their own system in place holding
different features. These distinct characteristics are expected to influence a
client’s software usage.

First, every client contributes a different amount of content to populate the
SaaS solution before its launch. Afterwards, during the software’s utilization
period, every client assures the continuous integration of additional content
to a different extent. As a result, the amount of a client’s software content
varies greatly. SaaS solutions containing more content are expected to provide
a higher added value to its users and thus are hypothesized to entail a higher
usage penetration. Usage penetration refers to the share of users within a
company using a SaaS solution within a given time period.

Hypothesis 1: The more content is available to users in the software, the
higher the software’s usage penetration.

In addition to the amount of content available to the users of a SaaS so-
lution, the content’s quality is likewise of interest. As Walther et al. (2015)
were not able to find significant evidence of information quality to influence
continuance intention, the present study aims at validating this finding. There-
fore, hypothesis two states that higher levels of content quality lead to higher
incentives to access the software and therefore increase usage penetration.

Hypothesis 2: The better the quality of a client’s software content, the higher
the software’s usage penetration.

Apart from a software’s content, access barriers to the software might affect
its utilization. The required completion of credentials at every login as well as
the resulting troubles if these credentials are forgotten can discourage users to
log in to the SaaS solution. Thus, the implementation of a single sign-on (SSO)
mechanism is expected to lower access barriers and increase usage. Therefore,
the third hypothesis can be formulated as follows.

Hypothesis 3: Clients who have implemented single sign-on to access their
SaaS solution hold a higher usage penetration.

Furthermore, it is assumed that the look and feel of a software design
affects a user’s decision to log in to the SaaS solution. Therefore, an improved
software design is proposed to have a positive impact on usage penetration.

Hypothesis 4: Clients using an improved and more contemporary software
design hold a higher usage penetration.

In the study of Benlian et al. (2010) the variable feature, defined as the
degree of the SaaS application’s functionalities to meet the client’s business
requirements, was shown to have a significant effect on SaaS service quality,
which in turn significantly influenced SaaS continuance intention. To follow
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up on these findings, the last hypothesis related to the software’s character-
istics is concerned with the implemented modules within a client’s software
solution. Modules differ with regard to their required interaction with the
user. Process-oriented modules depict real-world processes within the SaaS
system and therefore require the interaction of involved users on a regular
basis. Hence, having implemented such a module is hypothesized to positively
influence usage.

Hypothesis 5: Clients who have implemented a process-oriented module (as
opposed to only knowledge management modules) hold a higher usage penetra-
tion.

3.1.2 Client Characteristics

The second set of hypotheses is related to the distinct features characterizing a
SaaS client. First, the period of time a client has been using the SaaS solution
is expected to have a negative influence on its usage. This is due to the fact
that users tend to initially log in to the software after its launch but then
find it difficult to include the use of the new system into their daily routine.
Therefore, it might become more difficult to keep employees using the software
once the initial launch promotion has faded.

Hypothesis 6: The longer a client has been using the SaaS solution, the
smaller the software’s usage penetration.

Further, SaaS clients differ with respect to their motivation to establish the
software solution internally and incentivize employees to deploy the software
in a long-term perspective. Therefore, it is hypothesized that clients demon-
strating a greater involvement possess an increased usage penetration.

Hypothesis 7: The greater a client’s involvement in managing his software-
as-a-service solution, the higher the software’s usage penetration.

In addition to the client’s age and involvement, characteristics of the rela-
tionship between the SaaS client and vendor are hypothesized to affect usage.
Clients differ with regard to their type of internal management structure. Some
clients are managed on a centralized basis with one headquarter making the
decision for the other regions of the world with regard to how the SaaS solu-
tion should be adopted. On the contrary, there exist clients for which every
region is solely responsible for making decision about the SaaS implementation
and ongoing procedures. As strategic decisions and activation measures on the
side of the SaaS client crucially influence the software’s usage, having only one
authority on the client’s side to manage the SaaS solution is expected to result
in a complexity decrease and hence in a higher usage penetration.

Hypothesis 8: Clients that can be managed on a centralized basis hold a
higher usage penetration.
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Additionally, clients differ with regard to their SaaS contact persons. Sim-
ilar to the type of management, having numerous contact persons is making
the coordination between the SaaS client and vendor cumbersome. Hence, the
amount of contact persons is expected to negatively influence usage penetra-
tion.

Hypothesis 9: The fewer persons are in charge of taking care of the SaaS
solution on the client’s side, the higher the software’s usage penetration.

The last dimension of the relationship between the SaaS client and provider
is the demand for counseling, i.e. the strength and intensity of the relationship
between both parties. It is expected that the extent to which a SaaS provider
is able to advise and influence his client has a positive impact on the software
usage.

Hypothesis 10: The higher a client’s demand for counseling through the
SaaS consultant (via phone and email), the higher the software’s usage pene-
tration.

3.1.3 Activation Measures

The remaining hypotheses examine the options SaaS vendors possess to in-
crease usage penetration of a client’s software solution. It is expected that
a banner implemented at the client’s intranet and redirecting to the client’s
SaaS solution has an impact on the software’s usage. Therefore, it is hypothe-
sized that the placement of a banner has a direct and positive effect on usage
penetration.

Hypothesis 11: The presence of a banner redirecting to a client’s SaaS so-
lution increases a client’s usage penetration.

The next hypotheses are concerned with the performance of communication
and education measures. For one, SaaS vendors usually possess the ability to
send out newsletters to the software’s users. These newsletters contain clickable
links to animate users to access the SaaS solution and remind users of its
existence. Therefore, newsletters are proposed to also have a positive impact
on usage.

Hypothesis 12: Sending out newsletters increases a client’s usage penetra-
tion.

Furthermore, SaaS vendors occasionally conduct trainings for new and al-
ready existing users. These trainings might constitute onboarding sessions for
new users or simply refresher trainings for an existing user base. Consequently,
trainings are predicted to have an influence on a software’s usage. This leads
to the final hypothesis.

Hypothesis 13: Performing trainings increases a client’s usage penetration.
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The identified research gaps deduced from the literature review as well as
the consequent research hypotheses form the basis for the proceeding study
methodology.

4 Methodology

In order to test the hypotheses, a quantitative approach was undertaken. The
following chapter discusses the steps of this research, including the modeling
of longitudinal data, the model choice, effects of fixed and random factors and
the variables in the final data set.

4.1 Longitudinal Study Design

This study uses a longitudinal design as opposed to the cross-sectional designs
of previous papers. As longitudinal data provides repeated measurements of
the same units, one is able to control for unknown or unmeasured determinants
of the dependent variable that are constant over time and therefore for omitted
variable bias (Andreß et al., 2013). It is also easier to assess whether changes of
the independent variable precede changes of the dependent one or vice versa.
Further, longitudinal studies allow for the analysis of intra-individual change
across time. Finally longitudinal data can be used to examine measurement
error and assess the reliability of a variable by comparing several measurements
of the respective variable over time. This method, called test-retest reliability,
is easily done with longitudinal data (Andreß et al., 2013) Generalized linear
mixed models (GLMMs) are employed to estimate the effect of change in
the independent variables on a particular participant, given their individual
characteristics. In order to fit and analyze the linear mixed models, the R
’lme4’ package of Bates et al. (2015) was applied.

4.1.1 Types of Factors and their associated Effects in a LMM

Equation 1 depicts a general linear mixed model in matrix notation. yi repre-
sents the outcome variable for subject i, with i � 1, ...,N .

yi � Xitβ
²
fixed

effects

� Zitγi
²
random
effects

� εi
®

random
error

(1)

X it is a matrix of the fixed effects predictor variables including time, with
t � 1, ..., T , and β as a vector of the fixed effects regression coefficients. Then,
Z it is the design matrix for the random effects and can be read as the random
complement to the fixed X it. Further, γi is a vector of the random effects
that can be interpreted as the random complement to the fixed β. Eventually,
εi is a vector of the errors representing the part of yi that is not explained
by the model. Categorical variables, for which all levels that are of interest
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in the study have been included, are defined as fixed factors (West et al.,
2007). These might include variables such as age group, gender, or treatment
method. Contrary, random factors are categorical variables with levels that
have only been sampled from a population of levels being studied. All possi-
ble levels of the random factor are not present in the data set, although the
study aims at making inferences about the entire population of levels (West
et al., 2007). Fixed and random factors both posses related effects on the de-
pendent variable. The relationships between the predictor variables, i.e. the
fixed factors and the continuous covariates, and the dependent variable for
an entire population of units of analysis is described by fixed effects. Random
effects on the other hand are random values linked to the levels of a random
factor. These values are specific to a given level of a random factor and usually
represent random deviations from the relationships described by fixed effects
(West et al., 2007). Random effects can either enter the linear mixed model
as random intercepts, describing random deviations for a given subject from
the model’s overall fixed intercept, or as random slopes, describing random
deviations for a given subject from the overall fixed effects in the model (West
et al., 2007).

4.2 Study and Variable Description

The raw data was contributed by the Market Logic Software AG. Market Logic
offers numerous plug and play modules, among others in the areas of knowl-
edge management, analytics, as well as marketing and research management.
Market Logic’s SaaS solution is deployed by marketing and research teams of
global clients stemming from the FMCG, healthcare, retail, high-tech, finance,
and communications sectors (Market Logic Software, 2017). The data sample
comprises information on 17 clients for a period of 65 weeks. This data set
includes missing values for some clients as not all of them had been launched
at the beginning of the time frame under investigation. Further, these clients
were selected on the basis of the timespan since the software solution had
been launched in their company, i.e. a major selection criteria constituted the
amount of data that was already available for the proposed analysis. As Mar-
ket Logic is a rather young corporation, there only exist few clients that have
been actively using the software for a longer time frame. Hence, the employed
data sample is limited in this regard.
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Variable Name Type Explanation Source

id numeric Assigns every client to a number from 1 to 17
Identifier

t date measurement times

r.statement numeric Amount of reseaerch findings a client’s software provides to its users

system exports

r.verbatim numeric amount of consumer quotes available
r.project numeric amount of information on past projects
r.library numeric amount of research libraries
r.searchdoc numeric Number of uploaded documents which are searchable by users
r.report numeric Amount of company reports

age numeric Maturity of a software solution

interview (time varying)

process binary Did a client implemented one of two process management modules
sso binary single sign-on enabled
design binary contemporary design used for landing page
banner binary Is a banner redirecting to the SaaS solution
newsletter categorical type of newsletter
training categorical Information on whether trainings took place

mgmt.central binary How was the SaaS solution managed

interview (static)

involve numeric clients involvement
quality numeric Quality of the Softwares content
phone numeric intensity of phone based counseling demand
email numeric intensity of email based counseling demand
contact numeric Amount of people taking care of SaaS solution on the client side

usage.penetration numeric percentage of active users dependent variable

Table 3: Variables in the data set

Table 3 describes the variables of the final data set, their type and their
source. The first two variables are identifying variables for the data. Afterwards
the variables are split into three major sources. System exports variables have
been extracted from system export files. All interview variables have been
taken from structured interviews conducted with the respective account man-
agers at Market Logic. The respective questionnaire can be found in the online
Appendix ??. Time varying variables were collected through the help of ret-
rospective questions. The variables newsletter and training and include the
levels ”No, Content, Other” and ”No, new, existing” respectively. In addition
to these time-varying variables, further static variables were retrieved during
the interviews. Eventually, the dependent variable usage.penetration, i.e. the
weekly usage penetration of a client’s SaaS solution, was captured. A percent-
age rather than an absolute user count was employed to ensure comparability
across clients. The monitoring and reporting tool provided information on the
weekly login data of the software’s users. The dependent variable is calculated
by dividing a client’s weekly user count by the client’s potential weekly user
base. Overall, there were 19 independent variables and one dependent variable
collected to form the present data set.

5 Descriptive Analysis

The following section reports the results of an exploratory analysis of the data.
As out-of-time validation will be used, only data from the first year, i.e. the
first 52 weeks, are utilized to build the final model. Further, as two of the 17
clients had not yet been launched in the first 52 weeks, the subsequent dataset
only involves 15 clients. The data of the additional two clients will be used at
a later point to validate the final model. The present panel is characterized
by the number of points in time measured exceeding the number of observed
clients. This characteristic is sometimes also referred to as type II panel (An-
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dreß et al., 2013). Graphical data analysis is a necessary component of good
research methodology (Locascio and Atri, 2011). As the underlying data set
entails a longitudinal design, it is natural to explore this data on change.
Hence, it is analyzed how each client changes over time. The following anal-
ysis is able to investigate how a single client changes over time and whether
different clients change in similar or different ways. Further, this visual dis-
play of the longitudinal data set can aid in the identification of outliers, reveal
unexpected relationships, and help explain ensuing statistical results (Long,
2012). Figure 1 displays the graphs of individual-level curves of ascertained
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Fig. 1: Usage Penetration Trajectory and Fitted OLS Curve per Client
Including a 95 % Confidence Interval

scores for all 15 clients and across the first 52 periods. Inspection of Figure 1
provides information about the extent of individual variability, which is sub-
stantial for suggesting the number of random effects in the later model (Long,
2012). The single values of clients 4, 5 and 8 are high and volatile in com-
parison to other clients, especially at the beginning of the period. Volatility
results from all three clients having just been launched at the beginning of
the observed timespan. Hence, up to this point the user base was still small
inducing high percentage changes. As the values seem to be consistent with
the overall data set, the extreme values of clients 4, 5 and 8 will not be treated
as outliers. One of the most important relationships to plot for longitudinal
data on multiple subjects is the trend of the dependent variable over time
and by subject (Bates, 2010). Hence, in addition to the individual-level curves
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Figure 1 displays the fitted ordinary least squares (OLS) curves with the 95 %
confidence interval superimposed on the trajectory of each client.

5.1 Conditioning on Predictors

Comparing the exploratory OLS-fitted curves with the observed data points
allows for the evaluation of how well the chosen linear change model fits each
client’s change curve. For some clients (e.g. 10 and 14) the linear change model
fits well as their observed and fitted values nearly coincide and the 95 % con-
fidence level interval is small. For other clients (e.g. 4 and 5) the observed and
fitted values are more disparate. This is due to the extreme values as well as
the rather volatile shape of the curves. Despite substantial variation in the
quality of exploratory model fit, figure 1 supports the assumption that a lin-
ear model is adequate for modeling the underlying data as for the majority of
clients the fitted curves deviate only slightly from a straight line.

When analyzing interindividual difference, it becomes apparent that both
fitted intercepts and slopes vary, reflecting the heterogeneity in trajectories.
To explain these differences, individual characteristics conditional on predic-
tors need to be observed. Information gained from such graphs can then be
used to specify fixed effects for the final model (Long, 2012). The variables
quality, sso, and process that characterize the software of a client are poten-
tial candidates to be included into the linear mixed model as fixed effects.
For the variables characterizing the client himself, only age and involve show
promising patterns that indicate a potential significant effect on usage pene-
tration. Finally, the plots of all three variables related to activation measures
performed by SaaS vendors indicate an effect on usage penetration. For the
sake of brevity, evaluation will be demonstrated on two figures. To exemplify
the analysis of boxplots, Figure 2 is evaluated. Client consultants were asked
to rate the quality of the content that is available to users in the software.
Figure 2 displays four boxplots of the usage penetration scores conditional on
the level of quality of the software’s content. Although the differences of spread
of the single boxplots impede a comparison, one might conclude by examining
the medians that the underlying data displays a rather bell-shaped behavior.
Hence, the model selection process should likewise consider a quadratic term
of quality to test for significant effects on the dependent variable. Other than
boxplots, conditional plots were used to evaluate variable correlation. Figure 3
depicts the conditional plot of the continuous variable age. As hypothesized,
the smoothing line displays a descending, almost exponential trend. The plot
indicates that usage penetration is high but volatile during the first year, while
it becomes more stable and smaller over time. This is except the extreme val-
ues originating from one client. Hence, the plot suggests to include the variable
age into the final model while accounting for specific clients through a ran-
dom intercept effect. All hypotheses were evaluated using conditional plots or
boxplots.
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Fig. 2: Boxplots of Usage Penetration Values Conditional on the Level of Software Content
Quality
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Fig. 3: Usage Penetration Values Conditional on the Age of a Client’s Software Including
Smoothing (Red Line)

A summary of the results obtained through the exploratory analysis is
presented in table 4. The overview lists all 13 previously formulated hypotheses
together with their related variables. Further, it states the graphically observed
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influence of each of the 19 independent variables on usage penetration based
on the conditional plots. For clients using Single sign-on, usage penetration

Hypothesis Variable Result of Ex-
ploratory Analysis

H1 Amount of Content r.statement
r.verbatim
r.library
r.searchdoc
r.project
r.report

�

�

�

�

�

�

H2 Quality of Content quality ¸

H3 SSO sso �

H4 Design design �

H5 Presence of Process-Oriented Module process �

H6 Age age �

H7 Involvement involve À

H8 Management Structure mgmt.central �

H9 Number of Contacts contact �

H10 Counseling Demand email
phone

�

�

H11 Banner banner �

H12 Newsletter newsletter �

H13 Training training �

� postive effect � negative effect � no effect ¸,À quadratic ef-
fect

Table 4: Summary of the Exploratory Analysis

is indeed higher than for clients with no SSO as the interquartile ranges of
both boxplots only overlap slightly. Boxplots of the variable process display
that clients having implemented a process-oriented module hold a higher usage
penetration than clients only utilizing the software’s knowledge management
modules. Therefore both Single sign-on and process have positive effect on
usage penetration. The boxplots conditional on the variable involve indicate
that a higher degree of involvement is related to higher usage penetration
values. However, similar to quality, it might be concluded that the underlying
data displays a u-shaped behavior. Hence, the model selection process should
consider a quadratic term.All three activation measures show positive effect in
their conditional boxplots with higher medians when the activation measure
is utilized. The exception being trainings for new users which could however
be explained by the low number of observations for this case. All remaining
variables showed little to no trends in conditional plots or differences between
categories in boxplots. Plots used for this evaluation can be found in the online
Appendix ??.
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5.2 Model Building

This chapter illustrates the fitting of a linear mixed model. First, it should be
briefly illustrated how the linear mixed model was chosen. When the number
of fixed and random effects is not known in advance, the prevailing approach
to model building is the step-up strategy (Ryoo, 2011). Additionally to the
step up strategy, the likelihood ratio test (LRT) was used for model selection.
It is the most commonly used test in regular hypothesis testing settings due
to its desirable theoretical properties and the fact that it is easy to construct
(Zhang and Lin, 2008). Linear mixed models are suitable for the analysis of
longitudinal data when one is interested in modeling the effects of time and
other predictors on a continuous dependent variable. Further, these models
allow to investigate the amount of between-subject variance in the effects of
the predictors across the subjects of the study (West et al., 2007). Hence,
models will be considered that allow the client specific coefficients describing
individual time trajectories to vary randomly. The objective of fitting a model
to the data set is to answer questions about the process which generated
these data. Consequently, the model built in this section aims at being a
useful approximation of the underlying process resulting in a small number
of parameters whose values can be interpreted as answers to the research
questions(Diggle et al., 2013).

5.2.1 Model Selection Process

Nineteen independent variables related to the formulated hypotheses are treated
as fixed factors in the current analysis. Only the variables id and t are con-
sidered for the random effects part of the model. As the variable id represents
only a sample of clients and the variable t an exemplary time fragment, both
variables are not of direct interest but their underlying effects on the dependent
variable are still crucial to include into the final model.

Intercept-Only Model The starting model constitutes an intercept-only model.
This is the simplest model that can be considered since it only comprises a
random effect associated with the intercept of each client. As the exploratory
analysis showed, usage penetration values highly dependent on the client they
belong to. Therefore, it is sensible to allow the intercept term to vary across
clients. The first model, i.e. the intercept-only model, is fitted in R using the
lmer() function of the ’lme4’ package.

usagepenetration � 1 � �1Sid� (2)

For visualization purposes, the fit of model 1 is displayed in Figure 4. The
graphs look similar to mean curves of each client. However, model 1 is different
from a means-only model in that it captures the between-subjects variability
by incorporating a random effects part (Ryoo, 2011). Hence the green curve
in Figure 4 is simply modeled by the random intercept effect of each client.
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Fig. 4: Fit of Intercept-Only Model

Model with fixed and random Effects The selection of the fixed effect part of
the linear mixed model, results in the model of Equation 3.

usagepenetration � 1 � age � banner � newsletter � training � �1Sid� (3)

Using client as a random intercept effect significantly improves the model’s
fit. Therefore, the intercept term of the final model is allowed to vary across
clients and thereby the between-client variation is modeled. The variable t
constitutes the second random factor that is evaluated as a random effect in
the model. As t is a time-varying variable, it is sensible to not include it as a
random intercept but rather as a random slope effect. With that it is tested
whether clients do not only have different initial usage penetration but also
vary in their trajectories over time. The final model allows a client to not only
have an own intercept but also an own slope. Hence, the linear mixed effects
model takes on the form of Equation 4.

usagepenetration � 1 � age � banner � newsletter � training � �tSid� (4)

6 Results

6.1 Hypothesis Testing

Testing the main hypotheses using linear mixed models requires an approach
to obtain approximate p-values of the fixed effect estimates. To that end, fixed
factors were successively removed from the final linear mixed model. The LRT
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was utilized for the comparison of reference and nested models. The results
listed in Table 5 show that the variables banner, newsletter, and training are
highly significant with p-values of @ 0.001. However, the inclusion of random
factor t caused a drop in significance for the fixed factor age. Therefore, the
effect of this factor can only be accepted at a marginal significance level of 10%
with the p-value being 0.0619. In order to validate these results, p-values of the
fixed effect parameters were also calculated based on an approximate F-test.
For this, both Satterthwaite’s as well as Kenward-Rogers approximations for
the degrees of freedoms were utilized. To perform this task in R, the package
’lmerTest’ was chosen (Kuznetsova et al., 2016). The results of both Kenward-
Rogers and Satterthwaite’s are also listed in Table 5. Both approximations
result in the same significance levels. Moreover, the results were identical to
the ones proposed by the likelihood ratio test. Hence, only the activation
measure variables, namely banner, newsletter, and training, display a highly
significant effect on usage penetration, whereas the variable age can only be
reported significant at a 10% α-level. Furthermore, to obtain the p-values of
individual factor levels, the Kenward-Roger test was used again and results
can also be found in Table 5

Variable Age Banner Newsletter Training
P-value
Likelihood ratio

0.06193 0.00003556 0.0002527 0.0001642

P-value
Satterthwaite

0.0609803 0.00002883 0.0002673 0.0001737

P-value
Kenward-Roger

0.0839306 0.00006497 0.0002861 0.0001875

Variable Intercept Age Banner Newsletter
Content

Newsletter
Other

Training
New

Training
Existing

P-value
Kenward-Roger

0.001993 0.083931 0.000065 0.000564 0.028102 0.000127 0.080815

Table 5: P-values for fixed effects and considering individual levels

The results reveal that the levels of fixed factors newsletter and training
possess different significance levels. The p-value of newsletters not related to
the SaaS software’s content is greater, although still corresponding to a sig-
nificance level of 5%. The p-value for trainings conducted to an existing user
base, however, can only be accepted at a α-level of 10% with a p-value of
0.08. Therefore, the intercept term as well as the fixed effects, except for age
and training/existing, display a significant effect on usage penetration. Al-
though the results are only significant at an α-level of 10 %, the estimate of
the fixed effect age suggests, as hypothesized, that the maturity of a client’s
software solutions has a negative effect on usage penetration. In particular,
every additional week following the initial launch of the software decreases
usage penetration by 0.04 %. The estimate therefore indicates that usage pen-
etration decreases on average by about 2 % per year. The results also suggest
that activating a banner on a SaaS client’s intranet elevates usage penetration
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by 5.18 %. All other measures listed in Table 5 also positively contribute on a
significant level.

Overall, apart from hypothesis 6, hypotheses one through ten can not be
supported by the available data. Consequently, a significant effect of neither
software nor client characteristics on usage penetration could be identified in
this study. Only age, with a p-value of 0.06, can be accepted at a marginal
significance of 10%. As all three variables testing the effect of activation mea-
sures on usage penetration showed a significant effect, there is support for
hypothesis eleven, twelve, and thirteen.

6.2 Predictive Accuracy

To avoid over-fitting, the final linear mixed model is utilized in an out-of-
time validation to forecast future usage penetration values. As was explained
above, only data for the first 52 weeks that included observations from 15
clients were examined. In order to test the predictive accuracy of the final
model, it is applied to the remaining data of the given period. First, the model
attempts to predict future usage penetration values of the previously discussed
15 clients. Subsequently, the model strives to predict usage penetration for two
newly launched and previously unseen clients whose data were not part of the
model building process.

The most basic predictive check is a visual comparison of the observed data
to a replication under the model built (Gelman and Hill, 2009). Therefore,
in order to estimate how accurately the model predicts novel observations,
Figure 5 displays the predicted usage penetration curves based on the final
model for the weeks 53 through 65. Apart from some exceptions (e.g. client
5), the model seems to predict the usage penetration levels of each client quite
well. Further, for some clients (e.g. clients 9 and 12) the model is even able to
correctly predict small increases and drops in usage penetration.

In addition, predicted to actual responses are compared by plotting the
predicted versus the actual usage penetration values. The respective graph
can be found in the online Appendix ??. Predictions are close to the actual
values except for usage penetration of about 20% where predictions deviate
more strongly. The root mean squared error of the prediction is 5.23 as opposed
to the RMSE of the final model on the training data which was 4.36. However,
given the plotted graphs as well as the RMSE values, it can still be concluded
that the model adequately predicts usage penetration values for clients that
were already part of the training data set.

Furthermore, the model’s predictive accuracy shall be measured by predict-
ing usage penetration values of clients that have not been part of the training
data set, i.e. that were not included in building the final linear mixed model.
Two clients within the collected data set had only been launched in week 44
and 50, so that data for the first year under investigation was not sufficiently
available. Therefore, the final model now strives to predict the usage penetra-
tion values of these previously unseen clients. The respective graph that plots
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Fig. 5: Out-Of-Time Validation of Previously Seen Clients, Green = prediction, Black =
actual

the predicted usage penetration curves based on the final model can be found
in Figure 6. For client 17 the model is able to predict the average level of usage
penetration values, whereas it fails in modeling the correct level for client 16.
For both clients, no increases and drops in usage penetration are modeled.

The predicted versus the actual values are likewise plotted for the pre-
viously unseen clients and the graph can again be found in the online Ap-
pendix ??. This plot also indicates that the model fails to predict usage pen-
etration values for previously unseen clients. The RMSE for the previously
unseen clients is considerably higher with a value of 13.93. This constitutes an
increase of almost 220 % as compared to the RMSE of the final model on the
training data.

Overall, it can be concluded that the final model possesses the ability to
predict future usage penetration values of clients whose former data have been
used in the model building process. However, the final model fails to predict
usage penetration values of clients within their initial post-launch phase whose
data were not part of the model building process. This suggests that the on-
boarding of new clients should routinely include an update of usage prediction
models.

7 Discussion

The preceding section aimed at modeling usage penetration values of SaaS
clients by applying a linear mixed model. Whereas the existing body of lit-
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Fig. 6: Out-Of-Time Validation of Previously Unseen Clients

erature on continued SaaS use mainly focuses on service quality, trust, and
satisfaction, the independent variables in focus of the present study were re-
lated to characteristics of the SaaS solution and the SaaS client, as well as
activation measures taken by the SaaS provider.

Despite the importance of the differences between clients, the client spe-
cific characteristics such as degree of involvement, management structure, or
counseling demand did not reveal a significant effect on usage penetration. As
a result, hypotheses related to a client’s characteristics could not be confirmed
in the present study. Only the age of a client showed a slight trend towards
significance but could not be validated on an α-level of 5 %. However, this
result has to be examined with caution given the approximation of the user
base for calculating the dependent variable. Obsolete users might accrue over
time leading to a bias in the underlying user base count and therefore to a
decrease in usage penetration. Consequently, it has to be taken into account
during the statistical inference. As a consequence, incorporating the previous
matter and the high p-value of age, performing inference related to the client’s
software age is not recommended.

Overall, the discussion on the variables related to a client’s characteristics
raises the question of the appropriateness of the variables captured. Either
the variables were not suitable to characterize a client in the given context
or, as discussed earlier, the lack of variation in time for some variables might
have influenced the non-significance. In addition, the sample size of only 15
clients could have simply been too small to achieve significant results. As
clients vary considerably, a greater sample size might have contributed to the
significance of certain fixed factors. The same holds true for the characteristics
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that define a client’s SaaS solution. Neither of hypotheses one through five
could be confirmed. It is for future research to validate if the lack of significance
is due to the analyzed sample or if a software’s characteristics in the SaaS
context does not influence its usage significantly. The suitability of the model
specification was examined by analyzing residuals and calculating fit and error
metrics such as R2 and RMSE. Additional information is available in the online
Appendix ??. Overall, some violations of model assumptions are observed for
the employed data. However, simulation results from Jacqmin-Gadda et al.
(2007) suggest that these violations did not impede the final model.

As a result, the present study finds that account managers of SaaS pro-
viding firms are able to actively influence the usage of their client’s software
by performing activation measures. In particular, activating a banner on the
client’s intranet home page has the greatest influence on usage penetration.
Advertising a banner for one serves the purpose of unobtrusively promoting
the SaaS solution and creating awareness, and for another directly redirects
the user to the platform to trigger usage. It therefore represents a favorable
way to ensure continued use intention in software-as-a-service. Newsletters and
trainings hold a smaller effect on usage penetration. Content newsletters ex-
press a greater significance than other newsletters, yet, this might be due to
their increased occurrence in the data set. Nevertheless, regarding the suitabil-
ity of newsletters to increase usage it has to be mentioned that not all clients
allow newsletters to be sent out to their employees. Therefore, newsletters as
an activation measure to increase usage is only practicable for some clients.
However, conducting a training for new users yields a comparable effect on
usage penetration. Nevertheless, out of all activation measure variables, train-
ing existing users displays the smallest effect on usage penetration and is only
significant at an α-level of 10 %. A reason for the low level of significance of
trainings to existing users might be due to the smaller amount of occurrences
in the data set. However, the smaller size of the effect on usage penetration
seems reasonable, as these trainings do not only serve the purpose of refreshing
knowledge about the software for occasional users but to likewise train power
users on new functionalities.

Finally, to answer the formulated research question the present work con-
cludes on the basis of the data analyzed that characteristics of the software
as well as the client do not influence continuance use intention in software-as-
a-service. However, SaaS vendors are able to increase weekly software usage
penetration by around 2 % - 5 % through the execution of activation measures,
i.e. intranet banners, newsletters, and trainings.

8 Limitations

The present study could successfully overcome limitations of former research
methodologies by implementing a longitudinal study design and collecting data
directly from a SaaS provider rather than questioning key decision makers at
SaaS implementing firms. Although this study could overcome demerits of lon-
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gitudinal study designs related to panel attrition, the panel effect and the cost
of the design by performing retrospective questions, this type of method like-
wise possesses drawbacks such as memory error (Bernard et al., 1984). Even
though the present research design limited the amount of retrospective ques-
tions to areas that could be answered with the help of documentation, some
records might be incomplete or erroneous. Especially, when providing input for
the variables newsletter and training, account managers struggled to retrieve
the exact dates on when the specific activation measures were performed. As a
consequence, it has to be assumed that not all activation measures that actu-
ally took place were included in the data set due to memory error and lack of
complete documentation. Further, the variables quality, involve, mgmt.central,
contact, phone, and email could only be retrieved in a static manner, i.e. they
lack information on change over time. This constitutes a limitation to the cur-
rent study as it is only an approximation to assume that the values of these
variables were constant over time.

The between-client variation, displayed by the variance of the random in-
tercept term id, accounts for the greatest part of variation in the model. This
points out that a specific client, i.e. the level of the variable id, influences
the respective usage penetration values to a great extent. As a result, the fi-
nal model proved appropriate for forecasting out of sample usage penetration
values of clients whose data have been included into the model building pro-
cess. However, it performed worse in predicting usage penetration values of
new clients. Based on this study’s findings, future research is encouraged to
further investigate the effect of client and software specific characteristics on
continued SaaS use. Particularly, studies involving time-varying variables on
a client’s characteristics and analyses involving a greater sample size should
yield valuable insights for SaaS providers. Besides, in line with previous re-
search the current study recommends the analysis of relevant data sub-samples
to add additional practical insights into the most important drivers of SaaS
usage continuance. Future studies should therefore consider the examination
of different industries, firm sizes, or user groups and their related effects on
continued SaaS use.

9 Conclusion

The present study explored the role of software characteristics, client char-
acteristics, and activation measures in the context of usage continuance in
software-as-a-service. By implementing a longitudinal study design and em-
ploying data collected from a SaaS provider, this work was able to contribute
to the existing literature. With the help of a linear mixed model it could be
shown that activating a banner on the client’s intranet home page, sending out
a newsletter, and conducting a training has a positive effect on usage penetra-
tion. The model showed newsletters and trainings positively influence usage
penetration by 1.8 % - 2.9 % whereas a banner increases a client’s software
usage penetration by 5.2 %. Empirical evidence was insufficient to judge the
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effect of software and client characteristics on usage penetration. Further, the
assessment of the model’s predictive accuracy revealed that it is appropriate to
forecast out of sample usage penetration for in-sample clients. The model does
not perform as well on the prediction of new clients. However a new client’s
usage penetration is rather volatile. Lacking long historical data makes the
prediction of a client more difficult as the random factor client id models the
majority of the model’s variation.

The findings of the study are valuable to SaaS providing firms for a va-
riety of reasons. First, the results provide insights to SaaS account managers
displaying the effect of activation measures on software usage. This enables
managers to specifically perform usage triggers as needed. Since usage figures
are frequently used as performance indicators and constitute the foundation
of bonus payments, they are of considerable importance to SaaS account man-
agers. Hence, it is especially valuable to obtain a concrete measure of the
influence an account manager has on usage through the execution of acti-
vation measures. Second, the insights generated in the course of the present
work are likewise of relevance to the senior management of SaaS companies.
As the management typically specifies the usage goals of every client team, it
is of advantage to get an improved feeling for the factors influencing a client’s
usage to assess usage potentials and allow for better informed decisions. Fur-
ther, for both parties it is an extremely valuable insight of the study to show
that clients vary strongly from one another. Hence, when evaluating a client’s
performance it is important to take the respective circumstances into account.

In conclusion, with the SaaS business model gaining more and more rele-
vance for software vendors, analyzing influencing factors on continued software
usage will continue to be important. Especially as SaaS companies grow, they
are confronted with the challenge of customer churn. Hence, establishing a
dedicated client controlling and risk reporting is key for a successful SaaS
business. Part of this process involves the identification of factors influencing
a software’s usage to assist the prevention of customer churn at the earliest
stage possible.
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Content
This Appendix supplies additional material for Usage Continuance in Software-
as-a-Service. Appendix A contains questionnaires used in the data acquisition
process. In Appendix B, further plots on model diagnostics can be found. Ap-
pendix C includes the remaining plots of the studies Chapter 5.1 Conditioning
on predictors. Finally, Appendix D gives further insight into the models pre-
dictive performance.
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C Graphs Conditioning on Predictors
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Fig. 3: Usage Penetration Values Conditional on the Amount of Statements Available in a
Client’s Software Including Smoothing (Red Line)
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Fig. 4: Usage Penetration Values Conditional on the Amount of Verbatims Available in a
Client’s Software Including Smoothing (Red Line)
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Fig. 5: Usage Penetration Values Conditional on the Amount of Libraries Available in a
Client’s Software Including Smoothing (Red Line)
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Fig. 6: Usage Penetration Values Conditional on the Amount of Searchable Documents
Available in a Client’s Software Including Smoothing (Red Line)
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Fig. 7: Usage Penetration Values Conditional on the Amount of Projects Available in a
Client’s Software Including Smoothing (Red Line)
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Fig. 8: Usage Penetration Values Conditional on the Amount of Reports Available in a
Client’s Software Including Smoothing (Red Line)
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Fig. 9: Boxplots of Usage Penetration Values Conditional on the Existence of Single Sign-On
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Fig. 10: Boxplots of Usage Penetration Values Conditional on the Presence of the new
Software Design
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Fig. 11: Boxplots of Usage Penetration Values Conditional on the Presence of Process-
Oriented Modules
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Fig. 12: Boxplots of Usage Penetration Values Conditional on the Level of Client Involvement
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Fig. 13: Boxplots of Usage Penetration Values Conditional on the Presence of a Central
Management
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Fig. 14: Usage Penetration Values Conditional on the Number of Client Contact Persons
Including Smoothing (Red Line)
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Fig. 15: Usage Penetration Values Conditional on the Amount of Phone Calls Including
Smoothing (Red Line)
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Fig. 16: Usage Penetration Values Conditional on the Amount of Emails Including Smooth-
ing (Red Line)
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Fig. 17: Boxplots of Usage Penetration Values Conditional on the Presence of an Intranet
Banner
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Fig. 18: Boxplots of Usage Penetration Values Conditional on the Presence of a Newsletter
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Fig. 19: Boxplots of Usage Penetration Values Conditional on the Presence of a Training
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D Predictive Accuracy Graphs
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Fig. 20: Observed Versus Predicted Usage Penetration Values for Previously Seen Clients
Including a Diagonal Reference Line
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Fig. 21: Observed Versus Predicted Usage Penetration Values for Previously Unseen Clients
Including a Diagonal Reference Line
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gang K. Härdle, January 2019.

005 ”Usage Continuance in Software-as-a-Service” by Elias Baumann, Jana Kern, Stefan
Lessmann, February 2019.

IRTG 1792, Spandauer Strasse 1, D-10178 Berlin
http://irtg1792.hu-berlin.de

This research was supported by the Deutsche
Forschungsgemeinschaft through the IRTG 1792.

http://irtg1792.hu-berlin.de
http://irtg1792.hu-berlin.de

	20181012_Usage_continuance_main_1010.pdf
	20181012_Usage_continuance_appendix_1110.pdf

