Problem 1 (22 Points)
Consider the following linear regression model
Yo = BL+ Powiz + e, e, ~ N(0,0?) independent fot = 1, ..., T, (1)
wherexr,, is a non-stochastic regressor. det= diag|o?, ..., 0] be a positive definite matrix.
1. (7 Points) Assume thatb is known.

(a) Derive the covariance matrix of the OLS estimatéor 3 = (5,1, 52)" in model (1).
(b) Propose an efficient estimator férand derive its expectation.
(c) What does efficiency of an estimator mean?

2. (9 Points) The following data are available:

~ _ [50000 5410 vr-1 | 0020 -0.003
Ax = [5.410 43315]’ (X'X) _[—0.003 Q023 |
, [ 19690 .
Xy = {46.213}’ yy = 1995

Let ® be unknown and proceed with the wrong assumption®hato?1;.

(a) Calculate the OLS estimatief the vector of coefficients = (51, 3,)’ .
(b) Estimate the variance of the error term. (Higle = v’y — 0’ X"y.)

(c) Estimate the covariance matrix of the OLS estiméator

(d) Compute the test statistic for testing the null hypothesis

H:(,=0. (2)
Which critical value would you need at &5significance level?
3. (6 Paints) In addition to the data above, let

T
XX = Z 2z =

t=1

1941775 175990
175990 737029

be given, where thé,’s are the OLS residuals from part 2 afd= diag[é?, ..., é3].

(&) Compute the White heteroscedasticity consistent covariance matrix estimator.

(b) For testing the null hypothesis (2) compute the test statistic based on the OLS estimate
of 3, and its White standard error. What can you conclude when comparing your results
with that of part 2(c)?



Problem 2 (23 Points)

Consider the following model with two equations

yn = Pira + en,
Yo = Pam + e,

wherex;; = 1forallt = 1,...,T andx;, is non-stochastic. FGF = 50 observations the following
sample moments are given:

ror, = 100, a5y, =50, aby1 =60, yoy. =90, yiy1 =500, yyy, = 40,

50 50 50
Y 22=100 » ya=150 2= 50
t=1 t=1 t=1

1. (2 Points) Compute the OLS estimates @f and ..

2. (6 Points) Assume that the error terms have the following structure:

ez(el>~(o,z®m with 2:(“” "12).

€2 021 022

EstimateX using the OLS residualg{, ¢;) from part 1 and

3. (8 Points) Compute the feasible GLS estimator fgrand 3, under the assumption of part 2:

. 511 512 A g
o Lety ! = 221 222 ) Rewrite the formula fog; in terms ofé* and the sample

moments.
e Calculate> 1.
e Give the estimates fo¥; and,.

4. (2 Points) What is the motivation behind using the feasible GLS estimator?

5. (5 Points) Show that the GLS estimator 0f= (31, 3;)’ is equivalent to the OLS estimator if
Y is a diagonal matrix.



Problem 3 (29 Points)

The following model is given:
Yy = Zﬁ—i_eu €NN(O,O'2[T), (3)

T P
whereZ is a stochasti€T" x K) matrix. Furthermore it holds, faf — oo, thatw — A,

whereA is a constantK x K) matrix.

1. (12 Points)Assume that andZ are stochastically independent. Show that then it holds that
plim,__ 4¢ =0:
o Write Z¢ as a sum.

How does CoVz(;e,] look like?

Compute CO\{z(t)et, z(s)es} , S F# t.
Show that, forT’ — oo, E [£¢] — 0.

Show that, fof' — oo, Cov[£¢] — 0.

e Why can you conclude now that plmw%e =07

2. (15 Points)Consider now the following model:
Y = Byi—1 + ey, ep=vi+tpv1, t=1...T, (4)
1Bl <1, |p| <1, vy ~ N(0,02)i.i.d.

In addition to thisy_; andy are observable. From the assumptions above it follows that for
all t, E[yt] = 0, Val‘[yt] = 0'5 andE [Vtyt—s] =0 fors > 0.

(a) Write the matrixZ for model (4) in terms of the observations of which it is composed.
Write % as a sum which depends on the regressor varigble

(b) Show thatf [y, 1¢;] # O, if p # 0. What do you conclude?
(c) Show thatt [y, »e;] = 0 and in generdE [y, »y, 1] # O.

(d) Give the elements of the instrument matixfor model (4), ify;_» will be used as
an instrument fog; . Represenf% andXT'e as sums depending on the instrumental
variabley;_».

(e) How would you proceed to show that plim,_%¢ = 0 and plim._ 2% # 0?

3. (2 Points) What is wrong with the following text? Explain shortly.

The instrumental variable estimator is a special case of the OLS estimator, and it is consis-
tent if the instruments are uncorrelated with the stochastic regressors of the model.



Problem 4 (26 Points)

The following model is given:

Y1 = Y2+ furi+er (5)
Yo = You1+ Baato + Paoxz + e (6)

wherey, y, are endogenous and, x,, x3 are exogenougl’ x 1) vectors.

1. (3 Points) Write the model in the formYT'+ X B + E = 0.
2. (8 Points) Check the identification of both equations using the order and the rank conditions.

3. (6 Points) Assume that an estimatidi of the reduced form parameters is known. Use the
relationIII", = — B, (see the formulary) to estimate the structural parameters.,, Gs,.

4. (7 Points) Show for equation (6) thalbzs..s) = da(sLs):

° RewriteZz in dependence ok, and X5.

e How many rows and columns do&s8~7, have? Hint: Think about the variables, which
appear inX, X, Y> and 2.

e Assume thatX’Z, has full column rank. Starting witﬁz(ZSLS) show thatSz(ZSLS) =
52(1LS)1 i.e. (ZéZz)iJ'Zéyz = (XIZZ>71X/y2.

5. (2 Points)How does the identifiability of the model change, when you assume for economic
reasons that,, = [33,?



Problem 5 (10 Points)Multiple Choice

For the following statements indicate whether they are True (T) or False (F). For each true answer
you will get 2 points, for each false answer you will lose 1 point and for unanswered questions you
will get O points. For the whole problem you will not get less than zero points.

Statements

[ ] [ ]]1 Inalinear regression model the sum of the OLS residQd)s , ¢,) is always
zero.

[ ] [ ]|2. The OLSresidualg, are uncorrelated, if this is the case for the eregrs

[ ] [ ]| 3.Abreakintheintercept of a linear regression model can be modelled by|an
appropriately defined dummy variable.

[ ] [ ]| 4. Iftheregressor matriX in the linear model, = X3 + e is not a full rank,
then an unbiased estimator féidoes not exist.

[ ] [ ]| 5. The Gauss-Newton method for estimating the parameters in a nonlinear,
regression model is based on a second order Taylor series approximation
of the least squares criterion.




