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Abstract

We analyze when a firm should delegate pricing authority to a sales agent who is better informed about the customer’s valuation for the product than the firm. When the agent has pricing authority, customers may offer kickbacks to the agent to obtain a discount. The firm can prevent such collusion between agent and customer by designing the agent’s performance pay appropriately, but may prefer not to do so. The reason is that potential kickbacks can motivate the agent to exert prospecting effort. We further study the optimal interaction between delegation and incentive pay.
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1 Introduction

Personal selling through sales forces is an important distribution channel for many firms (Zoltners et al., 2008). A long-standing question is whether and when firms should grant salespeople authority to set prices (Stephenson et al., 1979). A crucial advantage of delegating pricing authority is that salespeople are typically better informed about customers’ willingness to pay than the firm and can thus optimally adapt the price to the customer’s valuation for the product (Lal, 1986; Joseph, 2001).¹ On the downside, salespeople may
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¹Frenzen et al. (2010) find empirical evidence that the degree of price delegation increases with the information asymmetry between the salesperson and the sales manager. Alternative explanations for price delegation are that it may have strategic commitment value that can soften price competition (Bhardwaj, 2001), or that it triggers positive reciprocity of salespeople (Lim and Ham, 2014).
abuse their pricing discretion at the expense of firm profits. Joseph (2001) theoretically shows that sales agents may rely on price discounts to boost sales rather than exert effort to identify high-valuation customers. Several empirical studies find that salespeople grant unnecessary price discounts to game the incentive system (e.g., Frank and Obloj, 2014; Larkin, 2014; Owan et al., 2015). Moreover, customers tend to bargain aggressively for price discounts when they know that a sales agent has pricing discretion (Stephenson et al., 1979). Sometimes customers and sales agents even agree to collude: Salespeople accept kickbacks from customers and in return grant a price discount even though the product could be sold at a higher price.

This paper is concerned with a firm’s problem of whether or not to delegate pricing authority to a sales agent who possesses superior knowledge about customers’ valuations for the product, but can collude with customers. In order to identify a prospective customer, the agent has to exert non-observable search effort, which implies that the firm also faces a moral hazard problem. Within an optimal contracting model, we characterize the circumstances under which the firm should delegate pricing authority and describe the optimal relationship between delegation and performance-based pay.

In our model, a prospective customer can have either a low or a high valuation for the firm’s product, and the agent learns the valuation during the sales talk. When the customer’s valuation is high but the agent is allowed to sell the product at a lower price, the customer will offer a kickback to the agent to get a price discount. The agent can accept the kickback and lower the price or reject the kickback and sell at a high price. Because it is typically easier for a sales agent to give a discount than to argue with the customer why there will not be one, we assume that the agent incurs private costs when he rejects a kickback (e.g., opportunity costs of time spent arguing). The firm can prevent collusion by means of contract design. It can either centralize pricing authority by stipulating a price that pertains to all customers, or, if it delegates pricing authority, reward the agent

---


3Prospecting is often seen as the most important activity of a sales agent (Weitz et al., 1998). In Section 5.1, we also consider a situation where the agent can exert effort to increase the customer’s perceived valuation of the product during the sales talk.
for selling at a high price so that the agent is not susceptible to kickbacks. In addition to controlling the agent’s pricing decisions, the contract also needs to motivate the agent to exert search effort, which requires rent payments to the agent because he is protected by limited liability.\textsuperscript{4}

We show that the threat of collusion implies that the firm does not always want to delegate pricing authority. On the one hand, delegation allows the firm to utilize the agent’s superior knowledge on how much the customer is willing to pay. On the other hand, it is costly to the firm to prevent the agent from abusing pricing authority: The agent’s reward for selling at a high price needs to exceed the agent’s benefit from colluding with the customer. Therefore, if it is sufficiently likely that a customer has a high willingness to pay, the firm centralizes pricing authority and stipulates a high price. It is then relatively unlikely that the firm will lose business because the agent faces a customer that is willing to pay only a low price.

However, the firm may also delegate pricing authority precisely because agent and customer can collude. Collusion decreases the price that the firm obtains for the product, but the firm benefits from lower incentive pay. The latter effect arises as the firm does not have to compensate the agent for arguing with the customer and because potential kickbacks already provide the agent with implicit incentives to search for a customer. These effects may dominate the negative price effect, and the firm then delegates pricing authority but does not prevent collusion by contract design. Allowing collusion is optimal when it is not very likely that a customer offers a kickback but if he does, the agent’s arguing costs when rejecting the kickback are rather high. The latter implies that it would be too costly for the firm to prevent collusion. The firm’s costs of collusion prevention are increasing in the agent’s arguing costs and the potential kickback that a customer can offer, but decreasing in the effectiveness of the agent’s search effort. When the probability of finding a prospective customer is highly responsive to search effort, the firm wants to elicit high effort from the agent and therefore implements high rewards for selling the product. Collusion can then be prevented as a byproduct of high-powered performance pay by rewarding the agent only if he sells the product at a high price.

A central question in organizational design is whether firms should accompany the delegation of decision rights with more or less incentive pay (Brickley et al., 2009). In

\textsuperscript{4}Limited liability is a frequent assumption in the marketing literature (e.g., Simester and Zhang, 2010; Dai and Jerath, 2013) and very common in contract theory (e.g., Laffont and Martimort, 2002; Ohlendorf and Schmitz, 2012).
our model, the relationship between the delegation of pricing authority and the extent of performance pay is ambiguous and depends on whether or not the firm prevents collusion under delegation. When the firm allows for collusion, delegation is accompanied by lower incentive pay than centralization because delegation provides implicit incentives to the agent through kickbacks. By contrast, when the firm delegates but designs the contract such that the agent is not susceptible to collusion, delegation and performance pay can be positively related. The reason is that higher performance pay may be needed under delegation than under centralization to prevent the agent from abusing his authority, which is a standard argument for a complementary use of delegation and incentives also in other contexts (Holmström and Milgrom, 1991; Prendergast, 2002). Finally, our model predicts that the firm delegates pricing authority less often when it does not need to implement incentive pay to elicit effort from the agent. Such a situation may occur when sales agents can be closely monitored, e.g., because they work in-house and contact prospective customers by phone. When the agent does not need to be incentivized to exert effort, the rent that he earns under delegation due to the collusion problem is purely wasteful from the firm’s perspective. As a consequence, delegation becomes less attractive in the absence of moral hazard.5

We contribute to the theoretical literature on the delegation of pricing authority under asymmetric information between the firm and the sales agent regarding the customers’ willingness to pay (Lal, 1986; Joseph, 2001; Mishra and Prasad, 2004). To the best of our knowledge, our study is the first to consider the possibility of collusion between sales force and customers. Early contributions (Weinberg, 1975; Lal, 1986) emphasize that delegation is advantageous as long as the agent’s incentives are properly aligned with the firm’s objective. In contrast, Mishra and Prasad (2004) point out that centralized pricing is optimal if contracting occurs after the salesperson receives his private information, and Mishra and Prasad (2005) demonstrate that competitive product markets may favor centralized pricing. Our approach is closer to Joseph (2001), who also emphasizes the importance of search effort. In contrast to us, he models a trade-off between prospecting high-value and low-value customers and shows that the sales agent may substitute prospecting effort with charging low prices, which implies that full delegation of pricing may not be optimal. This also holds true in our model, where the firm always restricts the feasible price set to some extent. However, in contrast to Joseph (2001), optimal contracting may involve fully

---

5This result is in line with recent empirical evidence by Hong et al. (2015), who find that firms that adopt performance pay for exogenous reasons decentralize decision-making authority more often.
centralized pricing.

Theoretical and empirical studies on the optimal interaction between delegation of pricing authority and performance pay are still scarce. The model by Joseph (2001) suggests a negative relationship between delegation and incentives, which we also predict for the case of delegation with collusion where the firm relies on implicit incentives from kickbacks. Lo et al. (2016) empirically study price delegation and performance pay for industrial equipment sales and find a positive relationship between delegation and incentives. This is in line with our results for the case where the firm optimally delegates pricing authority but prevents collusion. Lo et al. (2016) report that, in the context they study, sales people do not appear to “automatically” drop price when they are granted pricing authority, which could hint at the absence of collusion.

As we address haggling for lower prices by high-valuation customers under price delegation, our paper is also related to the literature on price negotiation versus fixed-price policies (e.g., Riley and Zeckhauser, 1983; Wang, 1995; Desai and Purohit, 2004). According to this literature, the negotiation policy has the advantage that it allows for price discrimination but is also associated with different drawbacks, such as costs of haggling or hiring a larger sales force. We add to this literature by focusing on the role of sales agents in the selling process and studying the impact of price delegation on collusion and incentives to exert prospecting effort. We assume that haggling costs are incurred only by sales agents, and these costs are higher when a sales agent rejects a kickback than when he accepts one. This assumption reflects that a negotiation process is less uncomfortable for the agent and comes to an end more quickly when he immediately accepts the kickback offered by a customer. Our model can be extended by assuming positive and heterogeneous haggling costs on the customer side (e.g., Desai and Purohit, 2004; Jindal and Newberry, 2015) which entails that only a fraction of high-valuation customers bargains for a lower price. The firm would then delegate and prevent collusion more often, because collusion prevention becomes less costly and implicit incentives from kickbacks decrease.

Finally, our paper is connected to the literature on collusion and supervision in organizations that was pioneered by Tirole (1986, 1992). In this literature, a firm wants to
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6Papers that study optimal sales force compensation without the possibility of delegating pricing authority include Basu et al. (1985), Dearden and Lilien (1990), Lal and Srinivasan (1993), Kräkel and Schöttner (2016), and Schöttner (2016).

7Lo et al. (2016) also present a model. In contrast to our setting, the sales agent has to exert effort to learn the customer’s valuation for the product and collusion is not an issue.

8For simplicity, we assume that haggling costs are zero when the sales agent accepts the kickback.
procure a product or service from an agent who has private information about his productivity or production costs. The firm can hire a supervisor who may be able to observe the agent’s type and then makes a report to the firm. Our model could also be interpreted as a three-tier hierarchy where the party on the lowest hierarchy layer, the customer, is privately informed about the value of the relationship and the party at the second layer, the sales agent, can observe the agent’s private information. However, our setting differs from the typical collusion model and we assume that the firm can neither communicate with the sales agent nor the customer, e.g., due to time constraints.\footnote{Simester and Zhang (2014) study internal lobbying by sales people and analyze a setting where the sales agent reports back to the firm after observing the customer’s type. The application they have in mind is business-to-business settings where firms engage in extended sales processes with large customers. Our setting applies to selling standardized products that will be sold (or not) to a customer without getting back to the firm (e.g., selling perishable products, retail).} Hence, the firm cannot base its contract on reports by the sales agent or the customer. As common in the literature on price delegation, the only contracting variables are realized sales and price.

2 Basic Model

A firm wants to hire an agent to sell its product. We study a one-shot interaction between the agent and a single customer who buys at most one unit of the product. Before the agent can sell the product, he has to find a customer who has a positive valuation for the product, and conduct a sales talk. In order to find such a prospective customer, the agent needs to exert non-observable search effort $a \geq 0$. After having chosen $a$, the agent finds a customer with probability $g(a) \in [0, 1)$, satisfying $g(0) = 0$, $g'(a) > 0$, and $g''(a) \leq 0$. Exerting effort $a$ leads to personal costs $c(a)$ for the agent (e.g., opportunity costs of time measured in monetary terms) with $c'(a), c''(a) > 0$ for $a > 0$ and $c(0) = c'(0) = 0$. We further assume that $\frac{c'(a)}{g'(a)}$ is convex in $a$.\footnote{A sufficient condition for the convexity of $\frac{c'(a)}{g'(a)}$ is that $c'''(a) \geq 0$ and $g''''(a) \leq 0$. Convexity of $\frac{c'(a)}{g'(a)}$ is also given for $g(a) = a^\rho$ and $c(a) = \frac{a^2}{2c}$, with parameters $\rho \in (0, 1]$, which we will introduce in Section 4 as specific functional forms.}

To allow for heterogeneous preferences, a customer’s valuation (or willingness to pay) for the product, $\theta$, can be either high, $\theta = \theta_H$, or low, $\theta = \theta_L$, with $\Delta \theta := \theta_H - \theta_L > 0$ and $\theta_L > 0$. Production costs are smaller than $\theta_L$ so that the firm always wants to sell the product to a prospective customer. For simplicity, we normalize production costs to zero. Before a customer is found, the firm and the agent have the common knowledge that with...
probability \( q \in (0, 1) \) a customer has a high valuation, \( \theta_H \), and with probability \( 1 - q \) a customer has a low valuation, \( \theta_L \). For example, the firm and the agent may know from market research data that the share of \( \theta_H \)-customers in the market amounts to \( q \), and the share of \( \theta_L \)-customers is given by \( 1 - q \). When the agent has found a customer, he learns the customer’s valuation \( \theta \) during the sales talk. By contrast, the firm never observes \( \theta \). This assumption reflects the typical informational advantage of sales agents who directly contact customers.

With respect to the customer, we make the rather general assumption that he knows \( \theta \) before he makes his first decision in the sales process, which implies that he may learn his valuation at different points in time. For example, the customer may know his valuation \( \theta \) before being contacted by the agent, or the customer may learn about important product properties only during the sales talk so that his personal valuation \( \theta \) is realized after being approached by the agent. As a third alternative, \( \theta \) could also describe the customer’s posterior expected valuation of the product after the sales talk, implying that his exact preferences remain uncertain at the time of sale.\(^{11}\)

For contracting purposes, it is only verifiable whether the agent has sold the product or not and, in case of a sale, what price the customer has paid.\(^{12}\) Thus, the firm specifies incentive pay \((w_\emptyset, w(p))\) for the agent, with \( w_\emptyset \) denoting the wage paid to the agent if no sale is realized and \( w(p) \) denoting the wage if the product is sold at price \( p \). Furthermore, the firm stipulates a feasible price set \( P \), which means that the agent is allowed to offer only prices \( p \in P \) to the customer. If \( P \) contains only a single price, the agent has no pricing authority (centralization of pricing authority). Otherwise, the agent has discretion over the price (delegation of pricing authority). The wage schedule \( w(p) \) is stipulated for all \( p \in P \). To sum up, the agent’s contract is given by \((w_\emptyset, w(p), P)\). Firm and agent are assumed to be risk neutral.\(^{13}\) Furthermore, the agent is protected by limited liability so that wages have to be non-negative, and his reservation value is zero.

We design our model to capture two key aspects of delegation. On the one hand,\(^{11}\)

\(^{11}\)This is in line with typical assumptions of the advertising literature (e.g., Nelson, 1970, 1974; Anderson and Renault, 2006; Bagwell, 2007). For example, if the good is a search good, customers either know their valuations in advance or learn them during the sales talk. In case of an experience good, customers do not know their exact valuations but form different beliefs and posterior expected valuations during the talk.

\(^{12}\)Hence, if the product was not sold, it is not verifiable whether the agent has found a prospective customer to conduct a sales talk or not.

\(^{13}\)The empirical studies by Ackerberg and Botticini (2002), Hilt (2008), and Bellemare and Shearer (2010) document that, typically, less risk averse and risk neutral individuals sort themselves into more risky jobs, e.g., as a sales agent, whose income often depends on realized sales and is, hence, quite risky.
delegation allows utilizing the agent’s knowledge on the customer’s valuation in the price setting process. On the other hand, the customer could try to obtain a price discount when he is aware that the agent has pricing authority. In practice, customers may learn from word of mouth, own observations, or the firm’s advertised pricing policy whether sales agents of a specific firm typically grant price discounts or not. In our model, we assume for simplicity that the feasible price set $P$ is publicly observable. When the agent makes a price offer $\tilde{p}$ to a customer who is aware that a lower price is feasible, the customer offers a kickback (e.g., bribe, tip, or favor) to the agent for granting a price discount. The agent then has two options. He can either accept the kickback and lower the price, or he can reject the kickback and insist on his initial price offer $\tilde{p}$. In the latter situation, the agent incurs private arguing costs $\kappa \geq 0$ from a time-consuming discussion with the customer.\footnote{See the introduction for more detailed explanations.}

The precise rules and the timing of the game are as follows.

1. The firm specifies a contract $(w_{\emptyset}, w(p), P)$ for the agent, where $p_L$ ($p_H$) denotes the lowest (highest) price in the feasible price set $P$.

2. The agent accepts or rejects the contract $(w_{\emptyset}, w(p), P)$. In the latter case, the game ends. If the agent accepts, the game proceeds.

3. The agent chooses search effort $a$ at cost $c(a)$ and finds a customer with probability $g(a)$. If, with probability $1 - g(a)$, no customer is found, the agent will receive $w_{\emptyset}$ and the game ends. If a customer is found, the game proceeds.

4. The agent conducts a sales talk and learns the customer’s valuation of the product, $\theta \in \{\theta_L, \theta_H\}$.

5. The agent chooses a price offer $\tilde{p}$ such that $\tilde{p} \in P$ and $\tilde{p} \leq \theta$. If no such $\tilde{p}$ exists, the agent will receive $w_{\emptyset}$ and the game ends. Otherwise, if $\tilde{p} = p_L$, the customer buys the product at price $p_L$, the agent obtains $w(p_L)$ and the game ends. If $\tilde{p} > p_L$, the customer offers the kickback $\beta \cdot (\tilde{p} - p_L)$, with $\beta \in (0, 1)$, in order to buy the product at the price of $p_L$.

6. The agent decides whether to accept or reject the kickback. If he accepts, his payoff will be $w(p_L) + \beta(\tilde{p} - p_L)$. If he rejects, his payoff will be $w(\tilde{p}) - \kappa$.\footnote{See the introduction for more detailed explanations.}
At stage 5, in case the firm has decided to centralize pricing authority, we have \( P = \{p_L\} \). The agent will hence offer the price \( \tilde{p} = p_L \) if this price does not exceed the customer’s valuation. The customer, being aware that the agent cannot grant a price discount, does not offer a kickback. By contrast, under delegation, the agent knows that the maximal feasible price discount is \( \tilde{p} - p_L \). The offered kickback \( \beta(\tilde{p} - p_L) \) depends on a parameter \( \beta \) that may reflect relative bargaining power or inefficiencies in the bargaining process (e.g., the customer may offer a favor to the sales agent that is more costly to the customer than it is valued by the agent). The agent and the firm cannot communicate before the sale is closed, e.g., because of lack of time.

As tie-breaking rules, we assume that if the agent is indifferent between offering different prices, he is loyal to the firm and offers the highest of these prices. If the agent is indifferent between accepting and rejecting a kickback, he will reject it. If the customer is indifferent between buying and not buying the product, he will buy.

3 Possible Contract Types

A fundamental contractual choice that the firm makes in our model is whether to centralize or delegate pricing authority. In this section, we derive the conditionally optimal contracts given that the firm implements either centralization (i.e., \( P \) is a singleton) or delegation (i.e., \( P \) contains at least two elements). Building on these results, we analyze when the firm prefers delegation to centralization and vice versa in Section 4.

3.1 Centralization of Pricing Authority

When the firm centralizes pricing authority, it optimally chooses either \( P = \{\theta_L\} \) or \( P = \{\theta_H\} \). Any price \( p > \theta_H \) would prevent a sale with certainty, whereas any price \( p < \theta_L \) would leave an unnecessary rent to the customer. In addition, any price \( p \in (\theta_L, \theta_H) \) is dominated by the price \( p = \theta_H \), which also leads to a sale only with a \( \theta_H \)-customer but without leaving a rent to him. We henceforth denote a centralization contract that stipulates \( P = \{\theta_L\} \) as a contract of type \( C_L \). By contrast, a centralization contract specifying \( P = \{\theta_H\} \) is a contract of type \( C_H \). In the next step, we determine the firm’s optimal incentive pay for each contract type.

First, suppose the firm chooses contract type \( C_L \), i.e., \( P = \{\theta_L\} \). The agent then sells to both customer types at price \( \theta_L \) and earns the wage \( w_L := w(\theta_L) \). Hence, when designing
the optimal incentive pay that complements \( P = \{ \theta_L \} \), the firm solves

\[
\max_{w_\emptyset, w_L} g(a) \cdot (\theta_L - w_L) - (1 - g(a)) \cdot w_\emptyset \quad \text{subject to}
\]

\[
a \in \arg \max_{\hat{a}} g(\hat{a}) \cdot w_L + (1 - g(\hat{a})) \cdot w_\emptyset - c(\hat{a}),
\]

(1)

\[
g(a) \cdot w_L + (1 - g(a)) \cdot w_\emptyset - c(a) \geq 0,
\]

(2)

\[
w_\emptyset, w_L \geq 0.
\]

(3)

The firm maximizes expected net profits subject to three constraints. Constraint (1) describes the agent’s incentive constraint, i.e., for given wages \( w_\emptyset \) and \( w_L \) the agent chooses the level of search effort, \( a \), that maximizes his expected net income. The participation constraint (2) requires that the agent’s expected net income must be at least as large as his zero reservation value. The limited-liability constraint (3) restricts wages to non-negative values. As \( c(0) = 0 \), the limited-liability constraint (3) implies that the agent can always ensure himself a non-negative expected net income by choosing zero effort. Hence, the limited-liability constraint (3) already implies the participation constraint (2), which can therefore be neglected in the following. Furthermore, the agent’s wage for not selling the product, \( w_\emptyset \), increases the firm’s labor costs and decreases the agent’s search incentives (see (1)). Hence, the limited-liability constraint is binding for \( w_\emptyset \) so that \( w_\emptyset = 0 \). Finally, as the agent’s objective function is strictly concave, the incentive constraint (1) can be replaced by the first-order condition \( w_L = c'(a)/g'(a) \). Altogether, the firm solves

\[
\max_{w_L \geq 0} g(a) \cdot (\theta_L - w_L) \quad \text{subject to} \quad a = e(w_L),
\]

with \( e(\cdot) \) as the (monotonically increasing and concave) inverse function of \( c'(a)/g'(a) \).

Next consider the case where the firm chooses contract type \( C_H \), i.e., \( P = \{ \theta_H \} \). Now the agent can sell the product only to \( \theta_H \)-customers because the price exceeds the valuation of \( \theta_L \)-customers. Let \( w_H := w(\theta_H) \) denote the agent’s wage when a sale is realized, which happens with probability \( q \). In strict analogy to contract type \( C_L \), to determine the optimal incentive pay the firm solves

\[
\max_{w_H \geq 0} g(a) \cdot q \cdot (\theta_H - w_H) \quad \text{subject to} \quad a = e(qw_H).
\]

In order to compare the two contract types \( C_L \) and \( C_H \), it is useful to rewrite the
optimization problems such that the firm chooses the agent’s expected compensation $W$. To this end, define $A(W) := g(e(W))$ as the probability that the agent finds a customer when the expected wage is $W$.\textsuperscript{15} The firm chooses $W$ to solve

$$\max_{W \geq 0} A(W)(\Theta - W) \quad \text{with} \quad (\Theta, W) := \begin{cases} (\theta_L, w_L) & \text{if} \quad P = \{\theta_L\} \\ (q\theta_H, qw_H) & \text{if} \quad P = \{\theta_H\}. \end{cases} \quad (4)$$

Let $W^*(\Theta)$ denote the optimal solution to this problem, which is implicitly described by

$$\Theta = \frac{A(W^*(\Theta))}{A'(W^*(\Theta))} + W^*(\Theta). \quad (5)$$

Objective function (4) immediately shows that the firm will prefer $P = \{\theta_L\}$ to $P = \{\theta_H\}$ if and only if $\theta_L \geq q\theta_H$ and then pays the wage $w_L^* := W^*(\theta_L)$. In case of $\theta_L < q\theta_H$, the firm stipulates $P = \{\theta_H\}$ and pays the wage $w_H^* := W^*(q\theta_H)/q$. Accordingly, if it is sufficiently unlikely that a customer has a high valuation for the product, the firm will prefer contract type $C_L$ to contract type $C_H$. Otherwise, the firm chooses contract type $C_H$ although the high product price prevents a sale when the customer has a low valuation for the product. The following proposition summarizes our findings:

**Proposition 1** Suppose the firm implements centralization. It will choose contract type $C_L$ and pay the wage $w_L^*$ for a sale if and only if $\theta_L \geq q\theta_H$; otherwise, the firm chooses contract type $C_H$ and pays the corresponding wage $w_H^*$ for a sale. The optimal wages $w_L^*$ and $w_H^*$ are implicitly described by

$$\theta_L = \frac{A(w_L^*)}{A'(w_L^*)} + w_L^* \quad \text{and} \quad q\theta_H = \frac{A(qw_H^*)}{A'(qw_H^*)} + qw_H^*. \quad (6)$$

### 3.2 Delegation of Pricing Authority

We now turn to the analysis of delegation, where the feasible price set $P$ has at least two elements. The following lemma facilitates the further analysis.\textsuperscript{16}

**Lemma 1** Under delegation, the analysis can without loss of generality be restricted to the case where the firm chooses $P = \{\theta_L, \theta_H\}$ as feasible price set.

\textsuperscript{15}Note that $A(W)$ is concave.

\textsuperscript{16}See the Supplementary Material for a proof.
According to Lemma 1, the firm optimally chooses the two possible customer valuations as the feasible prices that the agent can offer. To understand the intuition, recall that the firm has two options under delegation. First, the firm can prevent collusion through an appropriate contract design. In this case, stipulating a maximum feasible price $p_H$ that is below $\theta_H$ has a potential advantage. It would force the agent to propose lower prices, which in turn lead to lower kickback offers by the customer. Hence, collusion would become less attractive to the agent and could therefore be easier prevented by the firm. However, this effect is always dominated by the firm’s loss due to obtaining a lower price from a $\theta_H$-customer. Second, the firm can allow for collusion and use kickbacks as implicit effort incentives for the agent. Then, specifying a minimum feasible price $p_L$ that is below $\theta_L$ would increase kickbacks and hence implicit incentives. However, the incentive effect is always second order in comparison to the firm’s loss from having customers pay a lower price for the product.\footnote{The proof of Lemma 1 shows that any other deviation from $P = \{\theta_L, \theta_H\}$ cannot increase the firm’s profit either. In practice, sales agents typically receive permission to grant discounts up to a certain amount, which would correspond to a price set of the form $P = [p_L, p_H]$. In our model, the price set $P = [\theta_L, \theta_H]$ would lead to the same outcomes as the price set $P = \{\theta_L, \theta_H\}$.}

These results imply that the firm should never grant full pricing authority where no restrictions on $P$ are imposed, as already suggested by Stephenson et al. (1979) and also found in the theoretical model by Lo et al. (2016).

Consider the agent’s behavior under a given contract $(w_\varnothing, w(p), \{\theta_L, \theta_H\})$ when he has found a customer. If the agent learns that the customer has a low valuation of the product, then the agent offers the price $\tilde{p} = \theta_L$ and the customer buys at this price. When the agent learns that the customer has a high valuation of the product, he can either offer $\tilde{p} = \theta_L$ or $\tilde{p} = \theta_H$. In the former case, the product is immediately sold and the agent’s payoff is $w_L = w_L(\theta_L)$. In the latter case, the customer offers the kickback $\beta \Delta \theta$, implying that the agent obtains at least $w_L + \beta \Delta \theta$. Hence, the agent offers the high price $\theta_H$. He will reject the kickback and sell at the high price if the wage $w_H = w(\theta_H)$ is sufficiently large in comparison to the wage $w_L$ to compensate the agent for his arguing costs, $\kappa$, and the forgone kickback. The corresponding no-collusion condition is

$$w_H - \kappa \geq w_L + \beta (\theta_H - \theta_L) \iff \Delta w \geq \beta \Delta \theta + \kappa$$

(\text{NC})

with $\Delta w := w_H - w_L$. When condition (NC) does not hold, the agent accepts the kickback and sells at price $\theta_L$. As the firm’s contract $(w_\varnothing, w(p), \{\theta_L, \theta_H\})$ determines whether condition (NC) holds or not, the firm has to decide between preventing or allowing a possible
agent-customer collusion. We denote a delegation contract that prevents collusion as a contract of type $D$, and a delegation contract that allows for collusion is a contract of type $D_{coll}$.

We first characterize optimal incentive pay for contract type $D$, i.e., when the firm chooses a contract that satisfies the no-collusion constraint (NC). The firm’s problem then reads as

$$\max_{w_L, w_H} g(a) \cdot \left( \theta_L + q\Delta \theta - w_L - q\Delta w \right) - (1 - g(a)) \cdot w_\emptyset \text{ subject to (NC)},$$

$$a \in \arg \max \hat{a} g(\hat{a}) \cdot \left[ w_L + q\Delta w - q\kappa \right] + (1 - g(\hat{a})) \cdot w_\emptyset - c(\hat{a}),$$

$$g(a) \cdot \left[ w_L + q\Delta w - q\kappa \right] + (1 - g(a)) \cdot w_\emptyset - c(a) \geq 0,$$

$$w_\emptyset, w_L, w_H \geq 0. \tag{9}$$

Analogously to the case of centralization, the participation constraint (8) is implied by the limited-liability constraint (9). Furthermore, it is optimal to set $w_\emptyset = 0$. The incentive constraint (7) can be replaced by its corresponding first-order condition $W - q\kappa = c'(a)/g'(a)$, where $W = w_L + q\Delta w$ again denotes the expected wage. Altogether, using the function $A$ as defined in Section 3.1, the firm’s problem can be written as

$$\max_{w_L, w_H \geq 0} A(W - q\kappa) \cdot \left[ \theta_L + q\Delta \theta - W \right] \text{ subject to (NC)}. \tag{10}$$

The optimal solution to this problem may not be unique. The following proposition describes an optimal contract of type $D$.

**Proposition 2** Suppose the firm implements delegation without collusion, i.e., chooses contract type $D$. An optimal contract is then given by the feasible price set $P = \{\theta_L, \theta_H\}$, the wage $w_D^L = 0$ for selling at price $\theta_L$, and the wage $w_D^H$ for selling at price $\theta_H$, where $w_D^H = \max\{W^*_D/q, \beta \Delta \theta + \kappa\}$ and $W^*_D$ is implicitly described by

$$\theta_L + q\Delta \theta = \frac{A(W^*_D - q\kappa)}{A'(W^*_D - q\kappa)} + W^*_D. \tag{11}$$

**Proof.** See Appendix. ■

The wages $w_L$ and $w_H$ serve two purposes, they provide effort incentives and prevent a collusion between the agent and a $\theta_H$-customer. As $w_L$ supports the first purpose but impedes the second one, whereas $w_H$ supports both purposes, the firm optimally focuses
compensation on \( w_H \). When the no-collusion constraint (NC) is not binding (i.e., \( W^*_D/q > \beta \Delta \theta + \kappa \)), the two purposes are not in conflict. Collusion prevention then comes as a byproduct of high-powered effort incentives.\(^{18}\) If, however, constraint (NC) is binding (i.e., \( W^*_D/q \leq \beta \Delta \theta + \kappa \)), in order to prevent collusion the firm implements incentive pay that makes the agent exert too much effort relative to the hypothetical situation where collusion is not an issue (i.e., if we could drop constraint (NC) from the firm’s problem (10)).

Now suppose the firm chooses a contract of type \( D_{\text{coll}} \) so that the no-collusion constraint (NC) does not hold. The agent then offers the high price to a \( \theta_H \)-customer, accepts the kickback \( \beta \Delta \theta \) and sells at price \( \theta_L \). Hence, if a customer is found, the firm receives the price \( \theta_L \) and pays the wage \( w_L \) to the agent independent of the customer’s type. To ensure that (NC) is violated, the firm can choose \( w_H = 0 \) as optimal wage for selling at price \( \theta_H \).\(^{19}\) In analogy to contract type \( D \), we can set up and simplify the firm’s problem. As the agent earns the wage \( w_L \) from selling to either customer type and additionally gets the kickback \( \beta \Delta \theta \) when selling to a \( \theta_H \)-customer, the firm solves:

\[
\max_{w_L \geq 0} A \left( w_L + q \beta \Delta \theta \right) \cdot \left( \theta_L - w_L \right).
\] (12)

Proposition 3 describes the contract that solves problem (12).

**Proposition 3** Suppose the firm implements delegation with collusion, i.e., chooses contract type \( D_{\text{coll}} \). An optimal contract is then given by \( P = \{ \theta_L, \theta_H \} \), \( w_{\text{H}}^{D_{\text{coll}}} = 0 \) as wage for selling at price \( \theta_H \), and wage \( w_{\text{L}}^{D_{\text{coll}}} \) for selling at price \( \theta_L \), which is implicitly described by

\[
\theta_L = \frac{A \left( w_{\text{L}}^{D_{\text{coll}}} + q \beta \Delta \theta \right)}{A' \left( w_{\text{L}}^{D_{\text{coll}}} + q \beta \Delta \theta \right) + w_{\text{L}}^{D_{\text{coll}}}} + w_{\text{L}}^{D_{\text{coll}}}
\] (13)

if \( A \left( q \beta \Delta \theta \right) / A' \left( q \beta \Delta \theta \right) < \theta_L \), but \( w_{\text{L}}^{D_{\text{coll}}} = 0 \) otherwise.

**Proof.** See Appendix. ⁰ ¹
implicit effort incentives via the expected kickback, \( q \beta \Delta \theta \), which is paid by the customer and, hence, does not yield direct labor costs for the firm. Proposition 3 shows that explicit incentives via \( w_{L}^{D_{\text{coll}}} \) and implicit incentives via \( q \beta \Delta \theta \) are direct substitutes. If implicit incentives are small, the firm compensates the agent via explicit incentive pay. If implicit incentives \( q \beta \Delta \theta \) increase, explicit incentives \( w_{L}^{D_{\text{coll}}} \) will become smaller (see (13), holding \( \theta_{L} \) constant). If implicit incentives reach a critical value such that \( A(q \beta \Delta \theta)/A'(q \beta \Delta \theta) = \theta_{L} \), explicit incentive pay will be fully replaced by implicit incentives.

4 Centralization Versus Delegation

The previous section has identified four alternative contract types – two centralization contract types, \( C_{L} \) and \( C_{H} \), as well as two delegation contract types, \( D \) and \( D_{\text{coll}} \) – and the corresponding conditionally optimal incentive pay as candidate solutions to the firm’s contract design problem. In this section, we describe the firm’s optimal contract design. Intuitively, centralization has the advantage that it prevents a possible collusion between the customer and the agent. The disadvantage of centralization is that the agent’s knowledge on the customer’s valuation will not be used. For example, when the firm has stipulated a price that turns out to be higher than the customer’s valuation, as it can be the case under contract type \( C_{H} \), the product cannot be sold. Moreover, anticipating that he might not be able to sell the product even if he finds a prospective customer, the agent’s incentives to search for a customer decrease. By contrast, delegation allows the agent to adapt the price offer to the customer’s valuation but may lead to collusion. The firm can prevent collusion by appropriately designing the agent’s contract, but then the corresponding no-collusion constraint restricts the firm’s contract space (contract type \( D \)). When the firm does not take precautions against collusion, it obtains a lower expected price for the product, but the prospect of earning a kickback can increase the agent’s incentive to search for a customer (contract type \( D_{\text{coll}} \)).

Proposition 4 characterizes the optimal contract design depending on the probability that the customer has a high valuation for the product, \( q \), and the agent’s arguing costs, \( \kappa \). The findings are illustrated in Figure 1.

**Proposition 4**

(a) Suppose \( q \leq \theta_{L}/\theta_{H} \). Contract type \( D \) is optimal if and only if \( \kappa \leq (1 - \beta) \Delta \theta \); otherwise contract type \( D_{\text{coll}} \) is optimal.

(b) Suppose \( q > \theta_{L}/\theta_{H} \). If \( \kappa > (1 - \beta) \Delta \theta \), only contract types \( D_{\text{coll}} \) and \( C_{H} \) can be optimal,
and contract type $C_H$ dominates contract type $D_{coll}$ if $q \geq \frac{\theta_H}{\theta_H - \beta \Delta \theta}$. If $\kappa \leq (1 - \beta) \Delta \theta$, only contract types $D$ and $C_H$ can be optimal, and contract type $C_H$ dominates contract type $D$ if $q \geq \frac{\theta_L}{\kappa + \theta_L}$.

**Proof.** See Appendix. ■

According to Proposition 4, contract type $C_L$ is never optimal. Intuitively, instead of choosing $P = \{\theta_L\}$ as the only feasible price, the firm is always better off by delegating pricing authority to the agent and allowing collusion, i.e., implementing contract type $D_{coll}$. The agent then also offers the price $\theta_L$ to either customer type but the firm benefits from the implicit effort incentives via the expected kickback. Thus, if it is sufficiently unlikely that the agent finds a $\theta_H$-customer (i.e., $q \leq \theta_L/\theta_H$), delegation will dominate centralization from the firm’s perspective. The firm then prefers the collusion-proof contract type $D$ if and only if the $\theta_H$-customer’s additional willingness to pay, $\Delta \theta$, is sufficiently large relative to the forgone kickback, $\beta \Delta \theta$, and the agent’s arguing costs, $\kappa$. This finding is intuitive as the firm has to compensate the agent for both $\beta \Delta \theta$ and $\kappa$ to prevent collusion. Otherwise, the firm implements contract type $D_{coll}$ in order to benefit from the implicit incentives via the prospective kickback. However, centralization with a high price can be optimal if it is
sufficiently likely that the agent finds a \( \theta_H \)-customer (i.e., \( q > \theta_L/\theta_H \)). Contract type \( C_H \) is certain to dominate delegation if \( \theta_L \) is small because it is then rather unattractive to sell to a \( \theta_L \)-customer.

Note that only contract type \( D \) exploits the agent’s superior information about the customer’s valuation of the product to apply price discrimination. Therefore, at first sight one might expect that \( D \) is particularly attractive for the firm if uncertainty about the customer type is high, i.e., if \( q \) takes intermediate values because using the agent’s informational advantage is then most valuable.\(^\text{20}\) For sufficiently low arguing costs \( \kappa \), Proposition 4 confirms this conjecture, but in addition shows that contract type \( D \) is also favored by the firm when it is almost certain that a prospective customer has a low valuation of the product. The reason is that, as long as \( \kappa \) is not too large, replacing \( C_L \) with \( D \) is always worthwhile for the firm because the expected increase in sales, \( q \Delta \theta \), dominates the costs of preventing collusion, \( q \beta \Delta \theta + \kappa \). By contrast, when it is almost certain that a customer has a high valuation, replacing \( C_H \) with \( D \) is not beneficial because the expected increase in sales, \((1 - q)\theta_L\), is too small relative to the costs of collusion prevention.

The proposition further shows that positive arguing costs \( \kappa \) are essential for the firm to benefit from collusion. When \( \kappa \) equals zero, the firm implements either contract type \( D \) or contract type \( C_H \).\(^\text{21}\) Contract type \( D \) then always dominates contract type \( D_{coll} \) because preventing collusion and obtaining a high price from a \( \theta_H \)-customer is not very costly to the firm and hence more worthwhile than utilizing implicit incentives from kickbacks. This result also suggests that the firm allows collusion only when customers are sufficiently persistent when offering kickbacks.

Proposition 4 provides a sufficient condition for when the firm switches from delegation to centralization, namely, when the probability \( q \) that the agent encounters a \( \theta_H \)-customer is sufficiently high. In order to make more precise predictions about when this kind of organizational change takes place and the subsequent adaption of the agent’s incentive pay, we now consider parameterized functional forms for the probability of finding a customer, \( g(a) \), and the agent’s effort costs, \( c(a) \). Specifically, we assume that \( g(a) = a^\rho \) with effort \( a \in [0, 1) \) and a parameter \( \rho \in (0, 1] \). The higher \( \rho \) the more responsive the probability of

\(^{20}\)In line with this argument, Lo et al. (2016) find some evidence that firms delegate more pricing authority when customer valuations are more variable.

\(^{21}\)The condition \( q \geq \frac{\theta_L}{\theta_H + \kappa} \) is sufficient but not necessary for \( C_H \) to be optimal. In the parameterized example below we show that \( C_H \) strictly dominates \( D \) for \( \kappa = 0 \) when \( q \) is sufficiently large and a high potential kickback \( \beta \Delta \theta \) leads to strong incentives to collude (see Proposition 5, case (b)).
finding a customer is to effort. Introducing the parameter $\rho$ thus enables us to study how a varying effectiveness of the agent’s search effort influences the optimal contract design. The agent’s effort costs are $c(a) = \frac{a^2}{2c}$ with $c > 0$. We assume that the parameter $c$ is sufficiently high so that the first-order condition of the agent’s optimization problem always characterizes an optimal effort level that is strictly below one. Proposition 5 precisely describes when the firm switches from delegation to centralization, which according to Proposition 4 can happen only if $q > \frac{q_L}{\theta_H}$. The findings are illustrated in Figure 2.

**Proposition 5** Assume that $g(a) = a^\rho$ and $c(a) = \frac{a^2}{2c}$ with $a \in [0, 1)$, $\rho \in (0, 1]$, and $\rho > 0$.

(a) Suppose that $\kappa > (1 - \beta) \Delta \theta$. There exists a threshold $\bar{q} \in \left(\frac{\theta_L}{\theta_H}, \frac{\theta_L}{\theta_L - \beta \Delta \theta} \right]$ such that contract type $C_H$ dominates contract type $D_{coll}$ if and only if $q \geq \bar{q}$. We have $\bar{q} = \frac{\theta_L}{\theta_L - \beta \Delta \theta}$ if and only if $\rho \geq 2\beta \frac{\Delta \theta}{\theta_L}$. The threshold $\bar{q}$ is always increasing in $\beta$ and increasing in $\rho$ as long as $\rho < 2\beta \frac{\Delta \theta}{\theta_L}$.

(b) Suppose that $\kappa \leq (1 - \beta) \Delta \theta$. There exists a threshold $\hat{q} \in \left(\frac{\theta_L}{\theta_H}, \frac{\theta_L}{\theta_L + \kappa} \right]$ such that contract type $C_H$ dominates contract type $D$ if and only if $q \geq \hat{q}$. We have $\hat{q} = \frac{\theta_L}{\theta_L + \kappa}$ if and only if $\rho \geq 2\beta \frac{\Delta \theta}{\theta_L}$. The threshold $\hat{q}$ is always decreasing in $\kappa$. It is decreasing in $\beta$ and increasing in $\rho$ as long as $\rho < 2\beta \frac{\Delta \theta}{\theta_L}$.

According to the comparative statics results of Proposition 5, the firm is more likely to implement delegation the more effective the agent’s search effort, i.e., the higher the parameter $\rho$. Intuitively, as $\rho$ increases, the agent’s effort becomes more responsive to incentive pay, which the firm thus wants to increase. When the agent obtains a higher reward for selling at a high price, he is less susceptible to kickbacks, meaning that contract type $D$ becomes more attractive compared to $C_H$. A higher $\rho$ also increases the comparative advantage of contract $D_{coll}$ relative to $C_H$ because, when the agent is more responsive to incentives, implicit incentives via kickbacks are even more useful from the firm’s perspective. On the opposite scale, when $\rho$ approaches zero, search effort does not play a role anymore because the agent will always be able to talk to a customer. The comparative advantage of contract type $D_{coll}$ – implicit effort incentives through kickbacks – diminishes and $D_{coll}$ becomes equivalent to centralization with a low price, represented by contract type $C_L$. Contract type $D$, however, still strictly dominates both centralization contract

---

22 Note that $\rho = \frac{dg(a)}{da} \cdot \frac{a}{g(a)}$, i.e., $\rho$ describes the effort elasticity of the probability function.

23 One can show that the expected rent that the contract has to leave to the agent to induce a given effort level $a$ is decreasing in $\rho$. 
types $C_L$ and $C_H$ as long as $q$ and $\kappa$ are not too large.\footnote{When $g(a) = 1$ for all $a$, under both contract types $D_{coll}$ and $C_L$, the firm optimally sets wages equal to zero and earns profit $\theta_L$. With respect to the comparison between contract type $D$ and contract type $C_H$ we obtain $\hat{q} = \theta_L/\theta_H + \kappa - (1-\beta)\Delta\theta$ (compare equation (21) for $\Gamma = 1$ in the proof of Proposition 5).} The reason is that the comparative advantage of contract type $D$ – utilizing the agent’s superior information on the customer’s willingness to pay – exists independently from the necessity to provide effort incentives.

At first sight, one might expect that delegation becomes less likely when the agent can appropriate a larger rent from collusion with customers. Proposition 5 shows that this intuition is not always true. When $\beta$ and hence the size of a potential kickback increase, delegation becomes less likely when arguing costs are small (case (b)), but more likely when arguing costs are large (case (a)). In the former case, the firm wants to prevent collusion which now requires a larger wage for selling at a high price. In the latter case, the firm optimally allows collusion and thus indirectly benefits from higher kickbacks.

Finally, arguing costs $\kappa$ affect the choice between delegation and centralization only as long as they are sufficiently small (case (b)). Contract type $D$ then becomes less attractive relative to $C_H$ as $\kappa$ increases and thus higher incentive pay is needed to prevent collusion
under $D$. By contrast, if $\kappa$ is large (case (a)), it does not affect profits under the now relevant contract types $D_{coll}$ and $C_H$ because they either allow collusion or prevent it by means of centralization.

A central question in organizational design is how the delegation of decision rights and incentive pay interact. Should the firm accompany delegation with higher incentive pay, implying that delegation and monetary incentives are complements, or with lower incentive pay, meaning that delegation and monetary incentives are substitutes? Our model shows that, when a firm delegates pricing authority, the relationship between delegation and incentive pay is ambiguous, which is in line with the mixed empirical evidence on the interaction between the two instruments.25

**Proposition 6** Assume that $g(a) = a^\rho$ and $c(a) = \frac{a^2}{2}$ with $a \in [0, 1)$, $\rho \in (0, 1]$, and $c > 0$.

(a) Suppose that $\kappa > (1 - \beta) \Delta \theta$ so that either contract type $D_{coll}$ or $C_H$ is optimal, and that the firm switches from $C_H$ to $D_{coll}$ due to an exogenous decrease of $q$. The firm then pays a smaller wage for a sale under $D_{coll}$ than under $C_H$, i.e., $w_{L_{coll}} < \hat{w}_H$. Moreover, the expected wage payment under $D_{coll}$ is also smaller than under $C_H$.

(b) Suppose that $\kappa \leq (1 - \beta) \Delta \theta$ so that either contract type $D$ or $C_H$ is optimal, and that the firm switches from $C_H$ to $D$ due to an exogenous decrease of $q$. When the no-collusion constraint (NC) is binding under $D$, the firm pays a higher wage for selling at a high price under $D$ than under $C_H$, i.e., $w_{H_D} > \hat{w}_H$.

Part (a) of Proposition 6 shows that delegation of pricing authority and incentive pay can be substitutes. Such a situation occurs when the delegation contract allows collusion and hence the firm at least partly relies on implicit effort incentives through kickbacks. Therefore, the agent’s payment per sale is always lower under delegation than under centralization. The negative relationship between delegation and incentive pay persists if one looks at expected (or, in an empirical study, average) payments. This holds true even though, under delegation, the agent always earns a non-negative wage $w_{L_{coll}}$ when he has found a customer, whereas under centralization he obtains a positive wage $\hat{w}_H$ only if he has found a $\theta_H$-customer. Moreover, under delegation prospective kickbacks contribute to

---

25While the first empirical studies find a complementary relation between decision-making authority and incentive pay (e.g., Nagar 2002; Wulf 2007; DeVaro and Kurtulus 2010), the recent papers by DeVaro and Prasad (2015) and Jia and van Veen-Dirks (2015) indicate that the interaction is not univocal.
the agent’s search effort, so that the probability of finding a customer may be higher than under centralization.

Considering the wage payment for selling at a high price, part (b) of the proposition shows that delegation and incentives are complements when $\kappa$ is small and the no-collusion constraint is binding.\textsuperscript{26} The firm then needs high-powered incentives to prevent collusion, and hence the situation resembles a standard argument for a positive relationship between delegation and incentive pay: When the agent obtains more decision rights, high-powered incentives are necessary to preclude the agent from abusing his authority. With respect to average wage payments, however, the relationship is not clear cut. When the no-collusion constraint is not binding under $D$ and hence optimal incentive pay is not unique, the relationship between delegation and incentive pay is also ambiguous. Because a potential collusion is then prevented as a byproduct of providing incentive pay, the standard argument for a positive relationship between delegation and incentive pay does not apply.

When studying the relationship between delegation and incentive pay, one can also compare a situation where the principal does not need to pay for performance because no moral hazard problem exists with a situation where performance pay is essential to elicit effort from the agent. Such a perspective is relevant for empirical predictions about the optimal variation of the degree of delegation between agents whose effort can be monitored (e.g., in-house sales agents contacting prospective customers via the phone) and agents whose effort is not observable (e.g., sales agents working in the field). When we take this perspective in our model, incentive pay and delegation are complements in the sense that the necessity to motivate effort (i.e., $\rho > 0$ instead of $\rho = 0$) leads to more delegation (i.e., $\bar{q}$ and $\hat{q}$ increase according to Proposition 5). Under contract type $D$, incentive pay that triggers the agent’s effort also makes the agent less susceptible to collusion. Hence, preventing collusion becomes less costly for the firm relative to a situation where incentive pay is not necessary at all. With respect to contract type $D_{coll}$, moral hazard implies that the use of implicit incentives via kickbacks becomes beneficial from the firm’s perspective, so that delegation with collusion can strictly dominate all other contract types. Consequently, delegation occurs more often in the presence of a moral hazard problem than under observable effort. This result is in line with an empirical study by Hong et al. (2015), who find that firms that adopt performance pay for exogenous reasons decentralize more decision-making authority to employees.

\textsuperscript{26}Recall that, under contract type $D$, the optimal wage for selling at a low price is zero in this case.
5 Discussion

In this section, we consider several extensions of our basic model to discuss the robustness of the previous results.

5.1 Effort to Increase Customer Valuations

So far, we have assumed that the firm needs the agent to find a prospective customer. However, there are also situations where customers search for the product themselves and contact the firm. The agent might nevertheless be useful for the firm to increase a customer’s valuation of the product and, hence, his willingness to pay. For example, during the sales talk the agent can exert effort to explain important features of the product and its various applications to the customer, which possibly increases the latter’s valuation.\footnote{Joseph (2001, p. 64) remarks that “Clearly, in many real-world situations, face-to-face communication may also involve negotiating and boosting willingness to pay.” In Simester and Zhang (2014), the customer’s willingness to pay is also affected by the sales agent’s effort.}

In this section, we analyze if and under which conditions the firm is still interested in price delegation to the agent in this alternative scenario.

Technically, we keep as many assumptions of our basic model as possible to make the results of this section comparable to our previous results. In particular, we only replace stage 3 of the game in Section 2 by the following assumptions: A customer contacts the sales agent and has the valuation $\theta = \theta_L > 0$ for the product. The agent chooses non-negative effort $a$ at costs $c(a)$ to explain the useful features of the product to the customer. With probability $g(a)$ the agent is successful and the customer’s valuation increases to $\theta = \theta_H > \theta_L$, but with probability $1 - g(a)$ the agent is not successful and the customer’s valuation remains $\theta_L$.\footnote{In other words, we discard search effort and replace the exogenous probabilities $q$ and $1 - q$ by the endogenous probabilities $g(a)$ and $1 - g(a)$, respectively.}

Under this alternative type of moral hazard problem, price delegation in combination with collusion is always dominated by centralization, i.e., the firm does not want to make use of implicit effort incentives via expected kickbacks. To see this, consider contract type $D_{coll}$ and let again $p_L$ denote the lowest feasible price in $P$. If $p_L \leq \theta_L$, the agent always sells at price $p_L$, irrespective of whether he has increased the customer’s valuation by $\Delta \theta$ or not. Hence, the firm cannot benefit from implicit incentives so that contract type
$D_{coll}$ is weakly dominated by a centralization contract that specifies $P = \{p_L\}$ and pays no wage. If $p_L > \theta_L$, the firm’s expected profit reads as $A(w_L + \beta(\theta_H - p_L))(p_L - w_L)$, with $w_L$ denoting the agent’s wage for selling at price $p_L$.\(^{29}\) Low values for $p_L$ increase the agent’s implicit incentives and, hence, the probability of increasing the customer’s valuation, $A(w_L + \beta(\theta_H - p_L))$. However, low values of $p_L$ also decrease the firm’s net revenue in case of a sale, $p_L - w_L$. As the revenue effect always dominates the implicit-incentives effect, the firm optimally chooses the maximum value $p_L = \theta_H$ so that contract type $D_{coll}$ is dominated by contract type $C_H$.\(^{30}\)

A complete comparison of the different contract types leads to the following result:

**Proposition 7** Contract type $D_{coll}$ is always (weakly) dominated.

(a) There exists a threshold $\bar{\theta}_L \in (0, \theta_H)$ such that contract type $C_H$ is optimal if and only if $\theta_L \leq \bar{\theta}_L$.

(b) If $\theta_L > \bar{\theta}_L$, only contract types $D$ and $C_L$ can be optimal. Contract type $D$ will dominate contract type $C_L$ if and only if $\kappa \leq (1 - \beta) \Delta \theta$.

Proposition 7 shows that the type of the moral hazard problem matters for the firm’s optimal contract design. Contrary to Proposition 4, the firm no longer (strictly) prefers contract type $D_{coll}$. The contract type $C_H$ will be optimal if $\theta_L$ is sufficiently small. Intuitively, $C_H$ is the only contract type where the agent never sells at price $\theta_L$. Therefore, if $\theta_L$ is large enough, either contract type $D$ or $C_L$ will be optimal. The firm prefers delegation via a collusion-proof contract to always selling at price $\theta_L$ if $\kappa$ and $\beta$ are sufficiently small. Small arguing costs, $\kappa$, and small values of the forgone kickback the agent has to be compensated for (i.e., a small $\beta$) imply that incentivizing the agent for selling at the high price $\theta_H$ is not too expensive for the firm. These two effects lead to exactly the same condition for the optimality of contract type $D$ as in Proposition 4 (i.e., $\kappa \leq (1 - \beta) \Delta \theta$), given that $\theta_L$ is sufficiently large.

5.2 Imperfect Signal on Customer Valuations

In our basic model, the agent receives a perfect signal about the customer’s valuation when he has found a customer. In this subsection, we sketch the implications of relaxing this

\(^{29}\)Recall that the agent will never sell at price $\theta_H$ if collusion is possible.

\(^{30}\)Technically, the revenue effect enters via the linear term $p_L - w_L$, whereas the implicit-incentives effect via the concave function $A(\cdot)$ and with weight $\beta \in (0, 1)$. 
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assumption. Agent and firm have the same prior distribution as before – a customer has a high (low) valuation with probability \( q \) \((1 - q) \). However, the agent now learns a customer’s valuation only with probability \( \gamma \) and has to rely on his prior information with probability \( 1 - \gamma \). We assume that, under delegation, the firm again stipulates the feasible price set \( P = \{\theta_L, \theta_H\} \). If the agent has not observed the customer’s valuation and offers the price \( \theta_H \), a \( \theta_L \)-customer will reject the offer and the game ends, whereas a \( \theta_H \)-customer will offer the same kickback as in the basic model.

Obviously, the outcomes under centralization remain unchanged. However, outcomes will change in case of delegation. Under contract type \( D \), the agent now chooses effort \( a \) to maximize

\[
g(a) \cdot [\gamma \cdot (q(w_H - \kappa) + (1-q)w_L) + (1-\gamma) \cdot \max\{q(w_H - \kappa), w_L\}] - c(a).
\]

The second term in squared brackets reflects that, with probability \( 1 - \gamma \), the agent will offer a price without knowing the customer’s type. When he offers a high price, his expected payoff is \( q(w_H - \kappa) \). When he offers a low price, he obtains \( w_L \) for sure. An imperfect signal attenuates the agent’s informational function under contract type \( D \). Under a perfect signal, the agent always sells at a price that matches the customer’s type. Under an imperfect signal, however, when not learning the customer’s type, the agent either misses to sell to a \( \theta_L \)-customer (if \( q(w_H - \kappa) \geq w_L \)) or sells at a too small price to a \( \theta_H \)-customer (if \( q(w_H - \kappa) < w_L \)). Given an imperfect signal and contract type \( D_{coll} \), the agent maximizes

\[
g(a) \cdot [\gamma \cdot (w_L + q\beta \Delta \theta) + (1-\gamma) \cdot \max\{q(w_L + \beta \Delta \theta), w_L\}] - c(a).
\]

The term \( \max\{q(w_L + \beta \Delta \theta), w_L\} \) shows that the imperfect signal decreases the agent’s incentives relative to the case of a perfect signal and, in addition, leads to an expected loss in sales if \( q(w_L + \beta \Delta \theta) \geq w_L \).

All in all, an imperfect signal about the customer’s valuation makes delegation of pricing authority less attractive to the firm, as the agent’s ability to price discriminate between the different customer types is diminished. The relative advantage of each type of delegation contract, however, remains qualitatively the same.
5.3 More Than Two Customer Types

We have assumed so far that a customer can have two possible types. For example, such a situation occurs when the good has a special feature that is useful only to a share of the prospective customers, who assign the same value to this feature. When a customer can have more than two possible valuations for the good, the key trade-offs of our basic model remain in place. To explain this point, we first sketch the firm’s optimal contract design for the case of three possible types, i.e., $\theta \in \{\theta_L, \theta_M, \theta_H\}$ with $0 < \theta_L < \theta_M < \theta_H$. As in our basic model, the firm always implements a collusion-proof contract when the agent has no arguing costs ($\kappa = 0$). The firm then either chooses centralization and stipulates the fixed price $\theta_H$, or implements a delegation contract with $P = \{\theta_M, \theta_H\}$ or $P = \{\theta_L, \theta_M, \theta_H\}$.

Intuitively, starting from the highest reasonable price $\theta_H$, the firm needs to decide whether the agent should be granted the authority to offer a price discount and, if so, to what extent. It is never optimal to exclude $\theta_H$ from the feasible price set because the ensuing advantage, namely lower expected costs for preventing collusion with a $\theta_H$-customer, is dominated by the associated decrease of the expected sales price. Analogously, it is never optimal to exclude the price $\theta_M$ when the firm allows to charge the price $\theta_L$. These results may no longer hold true when the costs of collusion prevention increase due to positive arguing costs ($\kappa > 0$). The above contracts can then be dominated by centralization contracts with fixed prices $\theta_L$ or $\theta_M$. However, these centralization contracts are in turn dominated by delegation contracts that allow for collusion. These contracts include $\theta_L$ or $\theta_M$ in the feasible price set but also allow for higher prices so that the agent can earn kickbacks, which enhances his effort incentives. Hence, the main trade-offs of our basic model remain in place, but the set of contracts that can be optimal depending on the model parameters increases. The same rationale applies to a general but finite number of customer types.

When the customer’s type is continuous such that $\theta \in [\theta_L, \theta_H]$ and the agent has no arguing costs, the firm again always prevents collusion. However, in contrast to the discrete case, it can be shown that the agent will always obtain some pricing authority. The firm then stipulates a feasible interval of prices $[p_L, \theta_H]$ with $\theta_L \leq p_L < \theta_H$. If $\kappa > 0$ and hence preventing collusion becomes more costly, the firm may prefer to centralize pricing authority and fix a price from the interval $[\theta_L, \theta_H]$. However, the firm is then even better off by allowing the agent to offer higher prices and allowing collusion. Hence, again, the key trade-offs from our basic model remain existent.

---

31 The proof is available from the authors upon request.
5.4 Collusion Detection

In our basic model, we have not considered the possibility that the firm can detect and punish collusion. Implementing a mechanism to discover collusion is worthwhile for the firm only if the associated monitoring costs are smaller than the expected wage savings relative to an optimal contract under contract type $D$ in the basic model. In particular, when the no-collusion constraint (NC) is not binding, implying that the firm achieves collusion prevention as a byproduct of incentive provision, a collusion detection mechanism does not increase firm profits. If constraint (NC) is binding and the costs of implementing a collusion detection mechanism are sufficiently small, we can easily extent the model to include collusion detection. To see this, assume that the firm discovers collusion with probability $\tau \in (0, 1)$ and, in case collusion is revealed, the agent does not obtain a wage and cannot keep the kickback.\footnote{Limited liability of the agent prevents the firm from imposing fines.} Hence, the no-collusion constraint under contract type $D$ changes to $w_H - \kappa \geq (1 - \tau)(w_L + \beta \Delta \theta)$. The possibility to reveal collusion makes contract type $D$ more attractive relative to the other contract types because it lowers the firm’s costs of collusion prevention. Consequently, contract type $D$ will be implemented the more often the more effective the collusion detection mechanism, i.e., the higher $\tau$. Contract type $D_{coll}$ nevertheless remains optimal for sufficiently large values of $\kappa$, while contract type $C_H$ continues to be optimal for sufficiently high values of $q$.

5.5 Risk Aversion and Positive Outside Options

Standard models on moral hazard typically suggest two alternative frictions to exclude trivial solutions to the contracting problem in which the firm always implements first-best efforts (Laffont and Martimort, 2002). First, the agent is assumed to be risk neutral but protected by limited liability. Second, the agent is assumed to be risk averse but has unlimited liability. In this paper, we decided to make use of the first contractual friction because it facilitates the analysis and sales agents can be expected to be less risk averse than other employees. As both kinds of contractual frictions make the creation of incentives costly for the firm, they should lead to qualitatively similar outcomes. However, under risk aversion and unlimited liability, the firm would favor contract type $D_{coll}$ for a different reason than in our model. Our results have shown that $D_{coll}$ yields implicit incentives for the agent that are paid by high-valuation customers. The firm benefits from these implicit incentives because they can replace explicit incentive pay and hence lower the rent
that the firm has to leave to the agent. If the agent is not protected by limited liability, rent payments are not an issue. However, the agent’s participation constraint is binding under the optimal contract and implicit incentives from kickbacks may relax this binding constraint. In other words, the firm has to offer lower average wage payments to make the agent sign the contract.

A similar effect can arise if the agent is protected by limited liability but has a sufficiently large reservation value. In that situation, the firm may be forced to offer the agent a positive lump-sum payment in addition to the incentive pay to ensure that he signs the contract. The optimal lump-sum payment makes the participation constraint just bind. Then the contract type $D_{\text{coll}}$ exhibits the same beneficial participation argument as under risk aversion and unlimited liability, as the implicit incentives lead to a relaxation of the binding constraint. This participation argument for the use of contract type $D_{\text{coll}}$ might even make this contract type optimal for the firm when it is clearly dominated for incentive reasons as in Section 5.1.

6 Conclusion

Industries employing sales agents that work in the field face a severe moral hazard problem, as the agents have large discretion over their effort for finding a prospective customer. At first sight, one might expect that these firms should not further increase agents’ discretion by delegating pricing authority to them. However, our model yields a different prediction. The sales agents already need high-powered incentives as a measure against moral hazard. If they receive pricing authority, the firm can specify a large extra bonus for selling at a high price. These high-powered incentives, which work against moral hazard, then also prevent a possible collusion between customers offering a kickback and agents in turn granting an unnecessary price discount. In other words, high-powered incentives that prevent sales agents from shirking can be used in a complementary way to prevent collusion. Thus, our model predicts that industries employing sales agents in the field should use higher-powered incentives and more delegation of pricing authority compared to industries employing sales agents that can be better monitored (e.g., in-house sales agents). Moreover, the more effective the sales agents’ prospecting effort, the more likely should a firm be to delegate.

These predictions even continue to hold when it becomes too expensive for a firm to prevent collusion. In this case, expected rents paid by customers to an agent with price discretion help mitigate moral hazard. Hence, a firm again finds it optimal to delegate
pricing authority when moral hazard problems are severe, or the agent’s effort is very productive. Finally, our theoretical analysis points out that, in the presence of collusion, empirical predictions regarding the optimal interaction between the delegation of pricing authority and incentive pay need to be treated cautiously. We have shown that the optimal interplay between the two instruments crucially depends on whether the firm implements collusion-proof contracts or not. Such information will in general not be readily available for an empirical analysis.

7 Appendix

Proof of Proposition 2. Neglect for a moment the no-collusion constraint (NC). As the firm’s objective function – described by (10) – is strictly concave, the optimal expected wage $W^*_D$ is given by the first-order condition

$$
\theta_L + q\Delta \theta = \frac{A(W^*_D - q\kappa)}{A'(W^*_D - q\kappa)} + W^*_D.
$$

Thus, if the $\Delta w$ that is implicitly described by

$$
\theta_L + q\Delta \theta = \frac{A(q\Delta w - q\kappa)}{A'(q\Delta w - q\kappa)} + q\Delta w
$$

also satisfies (NC), optimal wages that solve the firm’s constrained maximization problem will be $w^D_L = 0$ and $w^D_H = \Delta w$. Otherwise, the no-collusion constraint (NC) is binding, leading to the (uniquely) optimal wages $w^D_L = 0$ and $w^D_H = \beta\Delta \theta + \kappa$.

Proof of Proposition 3. As the firm’s objective function (12) is strictly concave, the optimal wage $w^{D\text{coll}}_L$ will be strictly positive and described by the first-order condition (13) if the objective function’s derivative with respect to $w_L$ is positive at $w_L = 0$, i.e., if $A(q\beta\Delta \theta)/A'(q\beta\Delta \theta) < \theta_L$. Otherwise, there is a corner solution at $w^{D\text{coll}}_L = 0$.

Proof of Proposition 4. In order to facilitate the comparison of the four contract types, we first reformulate the firm’s corresponding optimization problems in terms of choosing the agent’s expected net payoff $Y$ given that the agent has already chosen effort and found a customer. Accordingly, $Y$ includes the expected wage payment by the firm and, in case of delegation, any expected costs (i.e., $q\kappa$ under contract type $D$) or benefits (i.e., the kickback $q\beta\Delta \theta$ under contract type $D_{\text{coll}}$) from interacting with the customer.
Under centralization, we have $Y = W$ and analogous to problem (4) the firm solves a problem of the form

$$\max_{Y \geq 0} A(Y)(\Theta - Y),$$

where $\Theta = \Theta_{CH} := q\theta_H$ under contract type $C_H$ and $\Theta = \Theta_{CL} := \theta_L$ under contract type $C_L$. Contract type $C_H$ will dominate contract type $C_L$ iff $\Theta_{CH} \geq \Theta_{CL}$ or $q\theta_H \geq \theta_L$, as we already know from Proposition 1.

Under delegation, problems (10) and (12) can be written as

$$\max_{Y} A(Y)(\Theta - Y) \text{ subject to } Y \geq q\beta \Delta \theta. \tag{14}$$

Under contract type $D$, we already set $w_L = 0$ (which is optimal according to Proposition 2) so that $Y = qw_H - q\kappa$ and $\Theta = \Theta_D := \theta_L + q\Delta \theta - q\kappa$. The restriction in (14) reflects the no-collusion constraint (NC). Under contract type $D_{coll}$, setting $w_H = 0$, we have $Y = w_L + q\beta \Delta \theta$ and $\Theta = \Theta_{D_{coll}} := \theta_L + q\beta \Delta \theta$. Here, the restriction in (14) reflects the limited liability constraint $w_L \geq 0$. From this specification of the firm’s optimization problem, it follows that contract type $D$ dominates contract type $D_{coll}$ iff

$$\Theta_D \geq \Theta_{D_{coll}} \iff \kappa \leq (1 - \beta) \Delta \theta.$$

The following result shows that contract type $C_L$ can never be optimal:

**Lemma A1.** Contract type $D_{coll}$ dominates contract type $C_L$.

**Proof of Lemma A1.** First suppose the restriction $Y \geq q\beta \Delta \theta$ is not binding under $D_{coll}$. Then, contract type $D_{coll}$ dominates $C_L$ because $\Theta_{D_{coll}} > \Theta_{C_L}$. Now suppose the restriction is binding, i.e., $Y^* = q\beta \Delta \theta$. From Proposition 3 we know that this is the case if $\frac{A(q\beta \Delta \theta)}{A'(q\beta \Delta \theta)} \geq \theta_L$. By Proposition 1, under contract type $C_L$ we have $\theta_L = \frac{A(w^*_L)}{A'(w^*_L)} + w^*_L$. Thus, because $\frac{A(\cdot)}{A'(\cdot)}$ is an increasing function, we obtain $q\beta \Delta \theta > w^*_L$. Therefore, we must have that $A(q\beta \Delta \theta) \cdot \theta_L > A(w^*_L) \cdot (\theta_L - w^*_L)$, i.e., expected firm profits are larger under $D_{coll}$ than under $C_L$. 

Now, Proposition 4 can be proved as follows. First, consider $q\theta_H \leq \theta_L$. In this case, $C_L$ dominates $C_H$ but the former contract type can never be optimal (Lemma A1). Hence, only $D$ or $D_{coll}$ can be optimal. From above we know that $D$ will dominate $D_{coll}$ iff $\kappa \leq (1 - \beta) \Delta \theta$. Second, consider $q\theta_H > \theta_L$ and $\kappa > (1 - \beta) \Delta \theta$. By the previous results,
either $D_{coll}$ or $C_H$ is optimal. A sufficient condition for $C_H$ dominating $D_{coll}$ is that
\[ \Theta_{C_H} \geq \Theta_{D_{coll}} \iff q \geq \frac{\theta_L}{\theta_H - \beta \Delta \theta}. \]

Finally, consider $q \theta_H > \theta_L$ and $\kappa \leq (1 - \beta) \Delta \theta$. In that case, either $D$ or $C_H$ is optimal. A sufficient condition for $C_H$ dominating $D$ is that
\[ \Theta_{C_H} \geq \Theta_D \iff q \geq \frac{\theta_L}{\kappa + \theta_L}. \]

**Proof of Proposition 5.** The proof builds on the proof of Proposition 4. From Proposition 4 it already follows that $\bar{q}, \hat{q} \geq \frac{\theta_L}{\theta_H}$.

(a) In this case, contract type $D_{coll}$ dominates contract type $D$. If $q = \frac{\theta_L}{\theta_H}$, then the contract types $C_L$ and $C_H$ lead to the same profit (compare problem (4)). Hence, because $D_{coll}$ strictly dominates $C_L$ (compare Lemma A1), $D_{coll}$ also strictly dominates $C_H$ if $q = \frac{\theta_L}{\theta_H}$. By continuity, $D_{coll}$ also strictly dominates $C_H$ for some values $q > \frac{\theta_L}{\theta_H}$, implying that $\bar{q} > \frac{\theta_L}{\theta_H}$.

According to Proposition 4, a sufficient condition for $C_H$ dominating $D_{coll}$ is that $q \geq \frac{\theta_L}{\theta_H - \beta \Delta \theta} =: q_{max}$. Define $\tilde{q}$ such that $\frac{A(\tilde{q} \beta \Delta \theta)}{A'(\tilde{q} \beta \Delta \theta)} = \theta_L$. According to Proposition 3 and because $A(\cdot)/A'(\cdot)$ is an increasing function, the restriction $Y \geq q \beta \Delta \theta$ is binding under $D_{coll}$ iff $q \geq \tilde{q}$. If $q_{max} \leq \tilde{q}$, then $D_{coll}$ dominates $C_H$ for all $q < q_{max}$ and hence we obtain for the threshold $\bar{q}$ that $\bar{q} = q_{max}$.

If $q_{max} > \tilde{q}$, then $C_H$ dominates $D_{coll}$ for some values $q < q_{max}$ but not for $q = \tilde{q}$. Hence, the optimal profit functions under $C_H$ and $D_{coll}$ have at least one intersection, which is the candidate for the threshold $\tilde{q}$. We now show that, for the given functions $g(a) = a^\rho$ and $c(a) = \frac{a^2}{2}$, there is exactly one intersection $q_s$. We obtain $\frac{c'(a)}{g'(a)} = \frac{1}{c^\rho} a^{2-\rho}$ and for the corresponding inverse function $e(Y) = (cY)^{\frac{1}{2-\rho}}$, where $Y$ denotes the agent’s expected net payoff as defined in the proof of Proposition 4. It follows that $A(Y) = [e(Y)]^\rho = (cY)^{\frac{\rho}{2-\rho}}$ and $\frac{A(Y)}{A'(Y)} = \frac{2-\rho}{\rho} Y$. Hence, we have $\tilde{q} = \frac{\theta_H}{(2-\rho) \beta \Delta \theta}$, and $q_{max} > \tilde{q}$ is equivalent to $\frac{2 \Delta \theta}{\rho} \theta_H \beta > 1$.

Under $D_{coll}$, the optimal profit function for $q \geq \tilde{q}$ is
\[ \Pi_{D_{coll}} = A(q \beta \Delta \theta) \theta_L = (cp q \beta \Delta \theta)^{\frac{\rho}{2-\rho}} \theta_L. \tag{15} \]

Under $C_H$, from Proposition 1 it follows that $w_H^* = \frac{\theta_H}{\theta_H}$. Consequently, the optimal profit
function is
\[
\Pi^{C_H} = A \left( q \frac{\rho}{2} \theta_H \right) \left( q \theta_H - q \frac{\rho}{2} \theta_H \right) = \left( cq \frac{\rho^2}{2} \theta_H \right)^{\frac{\rho}{\rho - 2}} q \theta_H^{\frac{2 - \rho}{2}}. \tag{16}
\]

We obtain that \( \Pi^{C_H} \geq \Pi^{D_{coll}} \) iff
\[
q \geq \frac{\theta_L}{\theta_H} \frac{2}{2 - \rho} \left( \frac{2 \beta \Delta \theta}{\rho \theta_H} \right)^{\frac{\rho}{\rho - 2}} =: q_s = \bar{q}. \tag{17}
\]
Clearly, \( \frac{\partial q_s}{\partial \beta} > 0 \). Using a mathematical computation program, one can verify that \( \frac{\partial q_s}{\partial \rho} > 0 \) in the relevant parameter range (i.e., \( \frac{2 \Delta \theta}{\rho \theta_H} \beta > 1 \)).

(b) In this case, \( D \) dominates \( D_{coll} \) and, hence, also \( C_H \) for some values \( q > \frac{\theta_L}{\theta_H} \).

Following Proposition 4, a sufficient condition for \( C_H \) dominating \( D \) is that \( q \geq \frac{\theta_L}{\theta_H + \kappa} =: q_{D_{max}}^D \).

When we neglect the restriction \( Y \geq q \beta \Delta \theta \) for \( D \) in (14), the optimal \( Y \) is given by \( \Theta_D = \frac{A(Y)}{\overline{A}(Y)} + Y \), implying \( Y = \frac{\rho}{2} \Theta_D = q \left( \frac{\theta_L}{2} + q (\Delta \theta - \kappa) \right) \). Hence, the restriction is binding iff
\[
\frac{\rho}{2} (\theta_L + q (\Delta \theta - \kappa)) \leq q \beta \Delta \theta \iff \theta_L \leq q \left[ \left( \frac{2 \beta}{\rho} - 1 \right) \Delta \theta + \kappa \right]. \tag{18}
\]
If the right-hand side of the last inequality is negative or zero, the restriction is never binding and, hence, \( \hat{q} = q_{D_{max}}^D \). Now consider the case where the right-hand side is positive. Then, the restriction is binding iff \( q \geq \hat{q}^D \) with
\[
\hat{q}^D := \frac{\theta_L}{\left( \frac{2 \beta}{\rho} - 1 \right) \Delta \theta + \kappa}. \tag{19}
\]
If \( q_{D_{max}}^D \leq \hat{q}^D \), we again have \( \hat{q} = q_{D_{max}}^D \). Now suppose that \( q_{D_{max}}^D > \hat{q}^D \), which is equivalent to \( \frac{2 \Delta \theta}{\rho \theta_H} \beta > 1 \). In this case, \( C_H \) dominates \( D \) for some \( q < q_{D_{max}}^D \) but not for \( q = \hat{q}^D \). Hence, the optimal profit functions intersect at least once. We now show that there is only one intersection. Under \( D \), the optimal profit function for \( q \geq \hat{q}^D \) is
\[
\Pi^D = A (q \beta \Delta \theta) (\theta_L + q (\Delta \theta - \kappa) - q \beta \Delta \theta) = (c q \beta \Delta \theta)^{\frac{\rho}{\rho - 2}} (\theta_L + q ((1 - \beta) \Delta \theta - \kappa)). \tag{20}
\]
It follows that $\Pi^C \geq \Pi^D$ iff
\[ q \geq \frac{\Gamma \theta_L}{2 - \rho \theta_H - \Gamma [(1 - \beta) \Delta \theta - \kappa]} =: q^*_s = \hat{q}, \]  
with $\Gamma := \left(\frac{2 \beta \Delta \theta}{\rho \theta_H}\right)^{\frac{2}{2 - \rho}}$. \hspace{1cm} (21)

Clearly, $\frac{\partial q^*_s}{\partial \kappa} < 0$. Using a mathematical computation program, it can be verified that $\frac{\partial q^*_s}{\partial \rho} > 0$ and $\frac{\partial q^*_s}{\partial \beta} < 0$ in the relevant parameter range (i.e., $\frac{2 \Delta \theta}{\rho \theta_H} > 1$).

**Proof of Proposition 6.** (a) According to Proposition 1, the wage payment for a sale under $C$ is $w^*_H = \frac{\theta}{2} \theta_H$. According to Proposition 3, the optimal wage for a sale at a low price, $w^*_{L, \text{coll}}$, is either equal to zero or equal to $\frac{\rho}{2} \left( \theta - \frac{2 - \rho}{\rho} q \beta \Delta \theta \right)$. Both values are strictly smaller than $w^*_H = \frac{\theta}{2} \theta_H$ for all $q$. The proof of Proposition 5 has shown that, given an expected net payoff $Y$ for the agent, the probability of finding a customer is $A(Y) = (c \rho Y)^{\frac{\rho}{2 - \rho}}$. The expected wage payment under $C$ is given by $A(q \rho^2 \theta_H) w^*_{L, \text{coll}} = A \left( \frac{\rho}{2} \left( \theta_L + q \beta \Delta \theta \right) \right) w^*_{L, \text{coll}}$, which can be shown to be decreasing in $q$. Hence, $A \left( \frac{\rho}{2} \theta_L \right) \frac{\theta}{2} \theta_L$ is an upper bound for the expected wage payment under $D_{\text{coll}}$. By Proposition 4, $C$ can dominate $D_{\text{coll}}$ only for those values of $q$ that satisfy $q \theta_H > \theta_L$. Hence, because $A(\cdot)$ is an increasing function, we obtain that $A \left( q \frac{\theta}{2} \theta_H \right) q \frac{\theta}{2} \theta_H > A \left( \frac{\rho}{2} \theta_L \right) \frac{\theta}{2} \theta_L$, i.e., the expected wage payment under $C$ is larger than under $D_{\text{coll}}$.

(b) According to Proposition 2, an optimal incentive scheme under $D$ is given by $w^*_L = 0$ and
\[ w^*_H = \max \left\{ \frac{1}{q} \left[ \theta_L + q \Delta \theta + \frac{2 - \rho}{\rho} q \kappa \right], \beta \Delta \theta + \kappa \right\} = \max \left\{ \frac{\rho}{2} \left[ \theta_L \frac{\theta}{q} - \theta_H + \theta_L + \frac{2 - \rho q \kappa}{\rho q} \right], \beta \Delta \theta + \kappa \right\} > \frac{\rho}{2} \theta_H = w^*_H. \]

\[33\text{Recall that there is at least one intersection, which ensures that the denominator of the following threshold is positive.}\]
In case the second term in curly brackets is larger than the first term, the no-collusion constraint (NC) is binding and \((w^D_L, w^D_H)\) is the uniquely optimal incentive scheme under \(D\).

**Proof of Proposition 7.** In analogy to Section 3, the nonnegative wages always imply the agent’s participation constraint, and the firm optimally chooses \(w_0 = 0\) under each contract type \(C_L, C_H, D_{coll},\) and \(D\).

1. In case of centralization, again the firm chooses either \(P = \{\theta_L\}\) or \(P = \{\theta_H\}\) as feasible prices, because any other singleton would leave a positive rent to the customer or prevent a sale. If \(P = \{\theta_L\}\), the agent will sell to the customer at price \(\theta_L\) for sure and does not exert positive effort. Consequently, contract type \(C_L\) leads to the optimal profit \(\Pi^{C_L} = \theta_L\).

2. Now consider contract type \(C_H\) where \(P = \{\theta_H\}\). For the given wage \(w_H := w(\theta_H)\), the agent maximizes \(g(a) \cdot w_H - c(a)\), yielding \(a = e(w_H)\) as incentive constraint. Thus, \(w_H\) is chosen by the firm to maximize \(A(w_H)(\theta_H - w_H)\). As this objective function is strictly concave, the optimal wage is positive, leading to the optimal profit \(\Pi^{C_H} > 0\).

3. Next, we consider the case of delegating and allowing collusion. Suppose the lowest feasible price satisfies \(p_L \leq \theta_L\). In that case, the firm does not benefit from implicit and explicit incentives, as the agent always sells at price \(p_L\), irrespective of the customer’s valuation of the product. Thus, delegation in combination with collusion is weakly dominated by a centralization contract that specifies \(P = \{p_L\}\) and pays no wage. Suppose the firm chooses \(p_L > \theta_L\). Then the agent maximizes \(g(a) \cdot (w_L + \beta \cdot (p_H - p_L)) - c(a)\) with \(w_L := w(p_L)\), yielding \(a = e(w_L + \beta (p_H - p_L))\) as incentive constraint. The firm’s profit can be written as

\[A(w_L + \beta (p_H - p_L))(p_L - w_L).\]

Setting \(p_H = \theta_H\) is optimal for the firm to maximize the agent’s implicit incentives from earning a kickback. As \(A(w_L + \beta (\theta_H - p_L))(p_L - w_L)\) is strictly concave in \(w_L\), the optimal wage is either positive – being denoted by \(\hat{w}_L > 0\) – and implicitly described by the first-order condition

\[A(\hat{w}_L + \beta (\theta_H - p_L)) = A'(\hat{w}_L + \beta (\theta_H - p_L))(p_L - \hat{w}_L),\]  

(22)

or it is zero (i.e., \(\hat{w}_L = 0\)) given that \(\frac{\partial}{\partial w_L} A(w_L + \beta (\theta_H - p_L))(p_L - w_L) \leq 0\) at \(w_L = 0\),
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i.e.,
\[ A'(\beta (\theta_H - p_L)) p_L \leq A(\beta (\theta_H - p_L)). \tag{23} \]

In case of an interior solution, \( \hat{w}_L > 0 \), we can apply the Envelope Theorem to analyze how an increase of \( p_L \) influences the optimal profit \( \hat{\Pi} = A(\hat{w}_L + \beta (\theta_H - p_L))(p_L - \hat{w}_L) \):

\[
\frac{\partial \hat{\Pi}}{\partial p_L} = -\beta A'(\hat{w}_L + \beta (\theta_H - p_L))(p_L - \hat{w}_L) + A(\hat{w}_L + \beta (\theta_H - p_L)) \]

\[
\underset{(22)}{= (1 - \beta)} A(\hat{w}_L + \beta (\theta_H - p_L)) > 0.
\]

Thus, in case of an interior solution, the firm prefers \( p_L = \theta_H \) so that \( C_H \) dominates delegation in combination with collusion. The same is also true in case of a corner solution, \( \hat{w}_L = 0 \). For the respective optimal profit \( \hat{\Pi} = A(\beta (\theta_H - p_L)) p_L \) we obtain

\[
\frac{\partial \hat{\Pi}}{\partial p_L} = -\beta A'(\beta (\theta_H - p_L)) p_L + A(\beta (\theta_H - p_L)) \overset{(23)}{> (1 - \beta)} A(\beta (\theta_H - p_L)) > 0.
\]

To sum up, contract type \( D_{coll} \) is always (weakly) dominated by centralization.

(4) Under a contract of type \( D \), the firm chooses \( P = \{\theta_L, \theta_H\} \), a zero wage for selling at price \( \theta_L \), and a positive wage \( w_H = w(\theta_H) \) for selling at price \( \theta_H \). The agent maximizes \( g(a) \cdot (w_H - \kappa) - c(a) \), yielding \( a = e(w_H - \kappa) \) as incentive constraint. The firm chooses \( w_H \) to maximize profit

\[
A(w_H - \kappa)(\theta_H - w_H) + (1 - A(w_H - \kappa))\theta_L = \theta_L + A(w_H - \kappa)(\Delta \theta - w_H)
\]

subject to the no-collusion constraint \( w_H \geq \beta \Delta \theta + \kappa \). If, at the optimum, the no-collusion constraint is non-binding, the corresponding wage \( w_H^D > \beta \Delta \theta + \kappa \) is implicitly described by the first-order condition

\[
A'(w_H^D - \kappa)(\Delta \theta - w_H^D) = A(w_H^D - \kappa), \tag{24}
\]

as the firm’s profit function is strictly concave. In case of a binding constraint, the optimal

---

\(^{34}\) \( P = \{\theta_L, \theta_H\} \) follows in analogy to Case (I) from the Supplementary Material. In particular, a price \( p_H < \theta_H \) would lower the forgone kickback the agent has to be compensated for but also the firm’s revenue from selling to a \( \theta_H \)-customer, and the second effect always dominates the first. A wage \( w(\theta_L) > 0 \) would only decrease incentives and increase labor costs. Furthermore, \( w(\theta_L) = 0 \) relaxes the no-collusion constraint below.
wage \( w_H^D = \beta \Delta \theta + \kappa \) lies to the right of the wage that maximizes \( \theta_L + A (w_H - \kappa) (\Delta \theta - w_H) \) and, thus, satisfies
\[
A' (\beta \Delta \theta) ((1 - \beta) \Delta \theta - \kappa) < A (\beta \Delta \theta).
\] (25)

Comparison of firm profit under \( D \) with \( \Pi_{CL} \) yields that
\[
\theta_L + A (w_H - \kappa) (\Delta \theta - w_H) \geq \Pi_{CL} \Leftrightarrow w_H \leq \Delta \theta.
\]

Contract type \( D \) will dominate contract type \( C_L \) if and only if there exist values of \( w_H \) that satisfy \( w_H \leq \Delta \theta \) together with \( w_H \geq \beta \Delta \theta + \kappa \), i.e., iff \( \kappa \leq (1 - \beta) \Delta \theta \).

Comparison of \( \Pi_{CL} = \theta_L + A (w_H - \kappa) (\Delta \theta - w_H) \) and \( \Pi_{CH} \) shows that \( \Pi_{CL} \leq \Pi_{CH} \) for \( \theta_L \rightarrow 0 \), and \( \Pi_{CL} \geq \Pi_{CH} \) for \( \theta_L \rightarrow \theta_H \), because \( \Pi_{CH} \) is independent of \( \theta_L \) and satisfies \( \Pi_{CH} \in (0, \theta_H) \). Thus, as \( \Pi_{CL} \) is monotonically increasing in \( \theta_L \), there exists a threshold \( \bar{\theta}_L \in (0, \theta_H) \) such that \( \Pi_{CL} < (>) \Pi_{CH} \) iff \( \theta_L < (>) \bar{\theta}_L \).

Finally, we have to compare the optimal profit under contract type \( D \), \( \Pi^D \), with the optimal profit under contract type \( C_H, \Pi^{CH} \). In case of contract type \( D \) and a non-binding no-collusion constraint, by applying the Envelope Theorem we have
\[
\frac{\partial \Pi^D}{\partial \theta_L} = 1 - A (w_H^D - \kappa) > 0
\]
with \( A (w_H^D - \kappa) < 1 \) describing a probability. In addition, if the no-collision constraint is binding, we obtain
\[
\frac{\partial \Pi^D}{\partial \theta_L} = 1 - \beta A' (\beta \Delta \theta) ((1 - \beta) \Delta \theta - \kappa) - (1 - \beta) A (\beta \Delta \theta) > 1 - \beta A (\beta \Delta \theta) - (1 - \beta) A (\beta \Delta \theta) = 1 - A (\beta \Delta \theta) > 0.
\]

Therefore, irrespective of whether the no-collision constraint is binding or not at the optimum, the optimal profit \( \Pi^D \) is strictly increasing in \( \theta_L \). Given \( w_H^D > \beta \Delta \theta + \kappa \), for \( \theta_L \rightarrow 0 \) we obtain
\[
\Pi^D = A (w_H^D - \kappa) (\theta_H - w_H^D) < A (w_H^D) (\theta_H - w_H^D) \leq \Pi^{CH}.
\]
Given $w^D_H = \beta \Delta \theta + \kappa$, for $\theta_L \to 0$ we have

$$\Pi^D = A(\beta \theta_H) ((1-\beta) \theta_H - \kappa) < A(\beta \theta_H) (\theta_H - \beta \theta_H) = A(\beta \theta_H) ((1-\beta) \theta_H) \leq \Pi^{CH}.$$  

A lower bound for the firm’s optimal profit under $D$ is given for $w_H = \beta \Delta \theta + \kappa$, i.e.,

$$\theta_L + A(\beta \Delta \theta)((1-\beta) \Delta \theta - \kappa),$$

which approaches $\theta_H$ as $\theta_L \to \theta_H$. Hence, the optimal profit under $D$ exceeds $\Pi^{CH}$ for sufficiently large values of $\theta_L$. Thus, as $\Pi^D$ is monotonically increasing in $\theta_L$ irrespective of whether the no-collusion constraint binds or not, there exists a threshold $\hat{\theta}_L \in (0, \theta_H)$ such that $\Pi^D < (>) \Pi^{CH}$ iff $\theta_L < (>) \hat{\theta}_L$. In Proposition 7, $\theta_L = \min\{\bar{\theta}_L, \hat{\theta}_L\}$. ■
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Supplementary Material

We consider an arbitrary delegation contract \((w, w(p), P)\) where \(P\) contains at least two elements or equivalently \(p_L < p_H\). That is, under a delegation contract, the agent has some pricing authority. We show that each such delegation contract is weakly dominated by a contract where the only feasible prices are \(p_L = \theta_L\) and \(p_H = \theta_H\). Thus, when analyzing delegation contracts, we can w.l.o.g. restrict attention to \(P = \{\theta_L, \theta_H\}\).

Preliminary remarks:

- In analogy to the centralization case, the agent’s limited liability constraint implies the participation constraint, which can be skipped in the following. Moreover, \(w = 0\) is optimal as any positive wage would only increase the firm’s labor costs and decrease the agent’s search incentives.
- We can restrict attention to \(p_H \leq \theta_H\) because a price offer larger than \(\theta_H\) would prevent any sale.
- Let ignore wages \(w(p)\) for a moment. If there is a price \(p \in P\) with \(p > p_L\) and \(p \leq \theta\), the agent prefers offering \(p\) and accepting the kickback to offering the price \(p_L\).
  - If the agent finds a \(\theta_H\)-customer, he prefers offering \(p_H\) to offering \(p_L\).
  - If the agent finds a \(\theta_L\)-customer, the highest price that the agent can offer is

  \[
  \hat{p}_L := \max\{p : p \in P \text{ and } p \leq \theta_L\}.
  \]

  If \(\hat{p}_L > p_L\), the agent prefers offering \(\hat{p}_L\) to offering \(p_L\) to a \(\theta_L\)-customer.
- Let \(\bar{p}_i\) denote the price that maximizes \(w(p)\) in case a \(\theta_i\)-customer \((i = L, H)\) is found,\(^{35}\)

  \[
  \bar{p}_i := \arg \max_{p \in P, p \leq \theta_i} w(p) \quad \text{for } i = L, H.
  \]

  - If the agent finds a \(\theta_H\)-customer, he either offers \(\bar{p}_H\) and rejects the kickback or he offers \(p_H\) and accepts the kickback. The agent will offer \(\bar{p}_H\) iff

  \[
  w(\bar{p}_H) - \kappa \geq w(p_L) + \beta \cdot (p_H - p_L). \quad (nc-H)
  \]

\(^{35}\)If this price is not unique, let \(\bar{p}_i\) denote the highest price that maximizes \(w(p)\).
– If the agent finds a $\theta_L$-customer, two cases need to be distinguished: (i) $p_L = \hat{p}_L$ and (ii) $p_L < \hat{p}_L$. In case (i), there is only one price the agent can offer to the customer and the customer cannot offer a positive kickback. In case (ii), the agent either offers $\bar{p}_L$ and rejects the kickback or he offers $\hat{p}_L$ and accepts the kickback. He will offer $\bar{p}_L$ iff

$$w(\bar{p}_L) - \kappa \geq w(p_L) + \beta \cdot (\hat{p}_L - p_L).$$

(nc-L)

Hence, under any given contract $(w_\emptyset, w(p), P)$, only the prices $p_L, \bar{p}_L, \hat{p}_L, \bar{p}_H, p_H$ and the corresponding wages are relevant for the game. It is thus w.l.o.g. to eliminate all other prices from $P$. Note that

$$p_L \leq \bar{p}_L \leq \hat{p}_L \leq \theta_L \quad \text{and} \quad p_L \leq \bar{p}_H \leq p_H \leq \theta_H.$$ 

Let the corresponding wages $w(p)$ be denoted by

$$w_L := w(p_L), \quad \bar{w}_L := w(\bar{p}_L), \quad \hat{w}_L := w(\hat{p}_L), \quad \bar{w}_H := w(\bar{p}_H), \quad w_H := w(p_H).$$

We need to show that we can restrict attention to contracts with $p_L = \bar{p}_L = \hat{p}_L = \theta_L$ and $p_H = \bar{p}_H = \hat{p}_H = \theta_H$.

A delegation contract $(w_\emptyset, w(p), P)$ induces one of the following four cases at the last stage of the game, which we distinguish in the following:

(I) Agent rejects kickback from both types $\theta \in \{\theta_L, \theta_H\}$, i.e., (nc-H) and (nc-L) hold.

(II) Agent accepts kickback from both types $\theta \in \{\theta_L, \theta_H\}$, i.e., (nc-H) and (nc-L) do not hold.

(III) Agent accepts kickback from type $\theta_H$ but not from type $\theta_L$, i.e., (nc-H) does not hold but (nc-L) holds.

(IV) Agent accepts kickback from type $\theta_L$ but not from type $\theta_H$, i.e., (nc-H) holds but (nc-L) does not.

First, we show that if $\hat{p}_L > \bar{p}_L$ ($p_H > \bar{p}_H$) under a given contract, then we can eliminate either $\hat{p}_L$ or $\bar{p}_L$ (either $p_H$ or $\bar{p}_H$) from $P$ without affecting the allocation. Consequently,
the new “reduced” payoff-equivalent contract has (at most) three prices, \( p_L, \hat{p}_L, \) and \( p_H, \)
as the wage-maximizing prices \( \bar{p}_L \) and \( \bar{p}_H \) coincide with one of the prices \( p_L, \hat{p}_L, \) or \( p_H. \)

- Suppose \( (w_\varnothing, w(p), P) \) induces Case (I): The firm receives the prices \( \bar{p}_L \) or \( \bar{p}_H \) and pays the corresponding wages \( \bar{w}_L \) or \( \bar{w}_H. \) If \( \hat{p}_L > \bar{p}_L (p_H > \bar{p}_H), \) eliminating \( \hat{p}_L \) (\( p_H \)) from \( P \) does not affect the allocation. It just relaxes the no-collusion constraint (nc-L) (or (nc-H)).

- Suppose \( (w_\varnothing, w(p), P) \) induces Case (II): The firm always receives the price \( p_L \) and pays the wage \( w_L. \) If \( \hat{p}_L > \bar{p}_L (p_H > \bar{p}_H), \) eliminating \( \hat{p}_L \) (eliminating \( \bar{p}_H \) and setting \( w_H = 0 \), does not affect the allocation.

- Suppose \( (w_\varnothing, w(p), P) \) induces Case (III): If \( \hat{p}_L > \bar{p}_L (p_H > \bar{p}_H), \) eliminating \( \hat{p}_L \) (eliminating \( \bar{p}_H \) and setting \( w_H = 0 \), does not affect the allocation.

- Suppose \( (w_\varnothing, w(p), P) \) induces Case (IV): If \( \hat{p}_L > \bar{p}_L (p_H > \bar{p}_H), \) eliminating \( \bar{p}_L \) and setting \( \hat{w}_L = 0, \) (eliminating \( p_H \) does not affect the allocation.

Hence, w.l.o.g. we can restrict attention to \( P = \{p_L, \hat{p}_L, p_H\}. \) We now show that w.l.o.g. we can restrict attention to \( p_L = \hat{p}_L = \theta_L \) and \( p_H = \theta_H. \) Given a contract \( (w_\varnothing, w(p), P) \) and a customer has been found, let \( Y \) denote the agent’s expected net payoff from interacting with the customer and being paid by the firm. Let \( A(Y) \) denote the probability that the agent finds a customer given \( Y. \)[36]

Case (I). Suppose the firm wants to design a contract that induces Case (I). The no-collusion constraints (nc-H) and (nc-L) need to hold and imply that \( w_L < \bar{w}_L \in \{\bar{w}_L, w_H\} \) and \( w_L < \bar{w}_H \in \{\bar{w}_L, w_H\}. \) Hence, \( w_L < \min\{\bar{w}_L, w_H\}. \) A delegation contract with \( \bar{w}_L > w_H \) is always weakly dominated by a centralization contract: Such a contract would imply \( \bar{w}_L = \bar{w}_H = \bar{w}_L. \) The agent thus offers \( \hat{p}_L \) to both customer types, and the firm is weakly better off by eliminating \( p_L \) and \( p_H \) from \( P. \)

Hence, we now consider the case \( \bar{w}_L \leq w_H, \) implying that \( \bar{w}_L = \hat{w}_L \) and \( \bar{w}_H = w_H. \) The agent offers \( p_L \) to a \( \theta_H \)-customer and \( \hat{p}_L \) to a \( \theta_L \)-customer. The proof proceeds as follows: First, we show that \( p_L \neq \theta_L \) cannot be optimal. Second, we show that \( p_H < \theta_H \) cannot be optimal either. It then follows that \( p_L = \hat{p}_L = \theta_L \) and \( p_H = \theta_H. \)

The proof is by contradiction. First, suppose that \( p_L < \theta_L. \) Because \( p_L < p_H, \) a \( \theta_H \)-customer will always offer a kickback. By contrast, a \( \theta_L \)-customer will offer a kickback iff

---

[36] Recall from Section 3.1 that \( A(\cdot) := g(e(\cdot)) \) with \( e \) denoting the inverse function of \( c'(a) / g'(a). \)
\( p_L < \hat{p}_L \). We thus have\(^{37}\)

\[
Y = q(w_H - \kappa) + (1 - q)(\hat{w}_L - I_{\{p_L \leq \hat{p}_L\}}\kappa).
\]

Let \( Y_f := qw_H + (1 - q)\hat{w}_L \) denote the expected payment that the agent obtains from the firm and \( Y_c := Y - Y_f \) the payoff that the agent receives from interacting with the customer. Given \( P \), the firm then chooses \( w(p) \) to solve

\[
\max_A (Y_f + Y_c)(qp_H + (1 - q)\hat{p}_L - Y_f)
\]

subject to \( w_H - \kappa \geq w_L + \beta(p_H - p_L), \) (26)

\[
\hat{w}_L - \kappa \geq w_L + \beta(\hat{p}_L - p_L).
\] (27)

As long as \( p_L < \hat{p}_L \), the firm is weakly better off by increasing \( p_L \) because doing so relaxes (26) and (27) without being payoff relevant. Hence, \( p_L = \hat{p}_L \) and there is no scope for collusion with a \( \theta_L \)-customer anymore, which increases \( Y \) and \( Y_c \). Therefore, (27) can be neglected. Now, if \( \hat{p}_L < \theta_L \), the firm will benefit from increasing \( \hat{p}_L \) because it then receives a higher price from a \( \theta_L \)-customer. It follows that \( p_L = \hat{p}_L = \theta_L \) dominates \( p_L < \theta_L \).

Now suppose \( \theta_L < p_L \). Hence, if a \( \theta_L \)-customer is found, the game will end. We have \( Y_f = qw_H, Y_c = -q\kappa \) and, given \( P \), the firm chooses \( w(p) \) to solve

\[
\max_A (Y_f + Y_c)(qp_H - Y_f) \text{ subject to (26)}.
\]

As long as \( p_L < p_H \), the firm is thus weakly better off by increasing \( p_L \) to relax (26). Hence, centralization with \( P = \{p_H\} \) dominates delegation with \( \theta_L < p_L < p_H \). It follows that, under a delegation contract, we must have \( p_L = \theta_L \).

Finally, we show by contradiction that \( p_H < \theta_H \) cannot be optimal.\(^{38}\) Suppose that \( p_H < \theta_H \). Because \( p_L = \theta_L \), we have \( Y_f = qw_H + (1 - q)w_L \) and \( Y_c = -q\kappa \). Given \( P \), the firm chooses \( w(p) \) to solve

\[
\max_A (Y_f + Y_c)(qp_H + (1 - q)p_L - Y_f) \text{ subject to (26)}
\]

\(^{37}\)The indicator function \( I_{\{p_L < \hat{p}_L\}} \) takes the value 1 if \( p_L < \hat{p}_L \), and the value 0 otherwise. It is used to jointly analyze two subcases.

\(^{38}\)Intuition: Lowering \( p_H \) below \( \theta_H \) decreases the kickback that the \( \theta_H \)-customer can offer. However, the firm also obtains a lower price from this customer. The latter effect always dominates the former.
Defining $\Delta w := w_H - w_L$, we obtain

$$
\max_{w_L, \Delta w} A(w_L + q\Delta w - q\kappa)(qp_H + (1 - q)p_L - (w_L + q\Delta w))
$$

subject to $\Delta w \geq \kappa + \beta(p_H - p_L)$.

An optimal solution is $w_L = 0$ and

$$
\Delta w = w_H = \begin{cases} 
\kappa + \beta(p_H - \theta_L) & \text{if } \Gamma(\kappa + \beta(p_H - \theta_L)) \leq 0, \\
w_H^* & \text{otherwise.}
\end{cases}
$$

where

$$
\Gamma(w_H) := qA'(q(w_H - \kappa))(qp_H + (1 - q)p_L - qw_H) - qA(q(w_H - \kappa))
$$

describes the first derivative of the firm’s strictly concave objective function with respect to $w_H$, and the interior solution $w_H^*$ is described by $\Gamma(w_H^*) = 0$. The firm’s profit thus is

$$
\Pi = \begin{cases} 
A(q\beta(p_H - \theta_L)) \times \\
(qp_H + (1 - q)p_L - q(\kappa + \beta(p_H - \theta_L))) & \text{if } \Gamma(\kappa + \beta(p_H - \theta_L)) \leq 0, \\
A(q(w_H^* - \kappa))(qp_H + (1 - q)p_L - qw_H^*) & \text{otherwise.}
\end{cases}
$$

The profit is always increasing in $p_H$.

**Case (II).** Suppose the firm wants to design a contract that induces Case (II), i.e., the constraints (nc-H) and (nc-L) do not hold. If the agent sells the product, the firm always receives $p_L$ and pays $w_L$ to the agent. W.l.o.g., the firm can stipulate $w_H = \hat{w}_L = 0$ to ensure that (nc-H) and (nc-L) do not hold. Because $p_H \leq \theta_H$, the agent always sells to a $\theta_H$-customer. If $p_L \leq \theta_L$, the agent also sells to a $\theta_L$-customer. We have

$$
Y = q[w_L + \beta(p_H - p_L)] + (1 - q)I_{\{p_L \leq \theta_L\}}[w_L + \beta(\hat{p}_L - p_L)].
$$

Given $P$, the firm chooses $w_L$ to maximize

$$
A(Y)(q(p_L - w_L) + (1 - q)I_{\{p_L \leq \theta_L\}}(p_L - w_L)).
$$

---

39In the second line, $w_H^*$ is a function of $p_H$. However, as for the interior solution $w_H^*$ the first-order condition $\Gamma(w_H^*) = 0$ holds, the Envelope Theorem applies and we only have to care about the direct effect of $p_H$ on $\Pi$. 
To maximize the incentive effect via the kickback paid by a \( \theta_H \)-customer, the firm sets \( p_H \) as high as possible, i.e., \( p_H = \theta_H \).

We now suppose that \( p_L \neq \theta_L \) and show that the firm can then always increase its profit by raising \( p_L \).\(^{40}\) Note that we can write the firm’s problem of choosing the optimal wage \( w_L \) as

\[
\max_{Y_f} A(Y_f + Y_c)(R - Y_f),
\]

where \( Y_f \) denotes the expected payment from the firm to the agent and \( Y_c := Y - Y_f \), i.e., \( Y_c \) is the agent’s payoff stemming from the interaction with the customer. Moreover, \( R \) denotes the firm’s expected revenue. Specifically, we have

\[
Y_f = qw_L + (1 - q)\mathbb{I}_{\{p_L < \theta_L\}}w_L,
\]

\[
Y_c = q\beta(p_H - p_L) + (1 - q)\mathbb{I}_{\{p_L < \theta_L\}}\beta(\hat{p}_L - p_L),
\]

\[
R = qp_L + (1 - q)\mathbb{I}_{\{p_L < \theta_L\}}p_L.
\]

Let \( \Gamma(Y_f) := A'(Y_f + Y_c)(R - Y_f) - A(Y_f + Y_c) \) denote the first derivative of the firm’s strictly concave objective function with respect to \( Y_f \). If \( \Gamma(0) \leq 0 \), then the firm’s optimal expected payment is \( Y_f^* = 0 \). Otherwise, \( Y_f^* > 0 \) and described by \( \Gamma(Y_f^*) = 0 \). The firm’s profit is

\[
\Pi(p_L) = \begin{cases} 
A(Y_c)R & \text{if } \Gamma(0) \leq 0, \\
A(Y_f^* + Y_c)(R - Y_f^*) & \text{otherwise.}
\end{cases}
\]

For the case \( \Gamma(0) \leq 0 \), we obtain\(^ {41}\)

\[
\frac{\partial \Pi}{\partial p_L} = A'(Y_c) \frac{\partial Y_c}{\partial p_L} R + A(Y_c) \frac{\partial R}{\partial p_L} > 0 \iff \frac{A(Y_c)}{RA'(Y_c)} > \frac{-\frac{\partial Y_c}{\partial p_L}}{\frac{\partial R}{\partial p_L}}.
\]

Note that \( \Gamma(0) \leq 0 \) is equivalent to \( \frac{A(Y_c)}{RA'(Y_c)} \geq 1 \). In addition, because \( q, \beta < 1 \), we obtain

\[ -\frac{\partial Y_c}{\partial p_L} < \frac{\partial R}{\partial p_L} \]

for all possible cases \( p_L > \theta_L \), \( p_L < \hat{p}_L \leq \theta_L \), and \( p_L = \hat{p}_L < \theta_L \). Hence, \( \frac{\partial \Pi}{\partial p_L} > 0 \).

\(^{40}\)Intuition: If \( p_L > \theta_L \), the firm benefits from increasing \( p_L \) up to \( p_H \). This decreases the kickback and hence the agent’s incentives associated with the kickback, but this effect is dominated by the higher price the firm can collect. If \( p_L < \theta_L \), the firm benefits from increasing \( p_L \) up to \( \theta_L \). Again, the higher price the firm can collect dominates the agent’s lower incentives via smaller kickbacks.

\(^{41}\)Recall that the indicator function only distinguishes the two subcases \( p_L > \theta_L \) and \( p_L < \theta_L \) so that there is no discontinuity when computing the derivative.
For the case $\Gamma(0) > 0$, we obtain\footnote{Again, we make use of the Envelope Theorem so that the indirect effect of $p_L$ on $\Pi$ via $Y_f^*$ can be skipped. In addition, $R - Y_f = A(\cdot)/A'(\cdot)$ follows from $\Gamma(Y_f^*) = 0$.} 

\[
\frac{\partial \Pi}{\partial p_L} = A'(Y_f^* + Y_c) \frac{\partial Y_c}{\partial p_L} (R - Y_f^*) + A(Y_f^* + Y_c) \frac{\partial R}{\partial p_L} > 0
\]

which is again true because $\frac{\partial Y_c}{\partial p_L} < \frac{\partial R}{\partial p_L}$. Hence, $p_L < \theta_L$ is dominated by $p_L = \theta_L$ and $\theta_L < p_L$ is dominated by $p_L = p_H$ (centralization). Consequently, as long as $p_L < p_H$, we must have $p_L = \theta_L$ and $p_H = \theta_H$.

\textbf{Case (III).} Suppose the firm wants to design a contract such that the agent accepts a kickback from a $\theta_H$-customer but rejects a kickback from a $\theta_L$-customer, i.e., (nc-H) does not hold while (nc-L) holds. This case is relevant only if $p_L < \hat{p}_L$.\footnote{For $p_L = \hat{p}_L$, the analysis of Case (II) shows that $p_L = \theta_L$ and $p_H = \theta_H$ under an optimal contract.} The firm should set $p_H = \theta_H$ to maximize the agent’s kickback from a $\theta_H$-customer and hence his effort incentives. To ensure that (nc-H) does not hold, the firm can w.l.o.g. set $w_H = 0$. If the agent encounters a $\theta_L$-customer, he offers $\hat{p}_L$ and sells at this price ($\bar{w}_L = \hat{w}_L > w_L$ must hold to ensure (nc-L)). Hence,

\[
Y = q(w_L + \beta(p_H - p_L)) + (1 - q)(\hat{w}_L - \kappa).
\]

Given $P$, the firm chooses $w(p)$ to solve

\[
\max A(Y) [qp_L + (1 - q)\hat{p}_L - qw_L - (1 - q)\hat{w}_L] \\
\text{subject to } w_L + \beta(p_H - p_L) > w_H - \kappa \\
\hat{w}_L - \kappa \geq w_L + \beta(\hat{p}_L - p_L).
\]

(28)

(29)

Because $w_H = 0$, constraint (28) holds. Dropping constraint (29), we obtain a relaxed problem for which we can show that the optimal profit is increasing in $p_L$ as long as $p_L < \hat{p}_L$.\footnote{The formal proof is given below (it covers Case (III) and Case (IV)). Intuition: If $p_L = \hat{p}_L$ and a $\theta_L$-customer is found, the firm does not need to prevent collusion. In case a $\theta_H$-customer is found, the kickback and thus the agent’s incentives stemming from the kickback are lower, but this effect is dominated by the higher price that the firm obtains for the product (compare Case (II)).} Hence, $p_L = \hat{p}_L$ is also optimal for the original problem because (29) is not relevant anymore since a $\theta_L$-customer cannot offer a kickback. Therefore, Case (III) with
$p_L < \hat{p}_L$ cannot constitute an optimal contract.

Case (IV). Suppose the firm wants to design a contract such that the agent accepts a kickback from a $\theta_L$-customer but rejects a kickback from a $\theta_H$-customer, i.e., (nc-II) holds while (nc-L) does not hold. This case is relevant only if $p_L < \hat{p}_L$.

If the agent encounters a $\theta_L$-customer, he offers $\hat{p}_L$, accepts the kickback and sells for $p_L$. If the agent encounters a $\theta_H$-customer, he offers $\bar{p}_H \in \{\hat{p}_L, p_H\}$ and receives $\bar{w}_H \in \{\hat{w}_L, w_H\}$. Hence,

$$Y = q(\bar{w}_H - \kappa) + (1-q)(w_L + \beta(\hat{p}_L - p_L)).$$

Given $P$, the firm chooses $w(p)$ to solve

$$\max A(Y)\left(q\bar{p}_H + (1-q)p_L - q\bar{w}_H - (1-q)w_L\right)$$

subject to

$$\bar{w}_H - \kappa \geq w_L + \beta(p_H - p_L)$$ (30)

$$w_L + \beta(\hat{p}_L - p_L) > \hat{w}_L - \kappa.$$ (31)

If $\bar{w}_H = \hat{w}_L$, then (30) and (31) are in contradiction. Hence, $\bar{w}_H = w_H$ and $\bar{p}_H = p_H$. W.l.o.g., the firm can set $\hat{w}_L = 0$ to ensure that constraint (31) holds. To maximize the incentive effect via the kickback obtained from a $\theta_L$-customer, the firm should not exclude $\theta_L$ from $P$, i.e., $\hat{p}_L = \theta_L$. Neglecting (30), we can show that the firm’s optimal profit is increasing in $p_L$ as long as $p_L < \theta_L$. Because increasing $p_L$ also relaxes constraint (30), $p_L < \theta_L$ is dominated by $p_L = \theta_L$. Hence, Case (IV) cannot be optimal.

Formal proof that the firm’s profits are strictly increasing in $p_L$ as long as $p_L < \hat{p}_L$ in Case (III) and (IV) (neglecting constraints (29) and (30), respectively). As in Case (II), we can write the firm’s objective function as

$$\max_{Y_f} A(Y_f + Y_c)(R - Y_f),$$

where in Case (III) we have

$$Y_f = qw_L + (1-q)\hat{w}_L,$$

$$Y_c = q\beta(p_H - p_L) - (1-q)\kappa,$$

$$R = qp_L + (1-q)\hat{p}_L.$$ 

\footnote{For $p_L = \hat{p}_L$, the analysis of Case (I) shows that $p_L = \theta_L$ and $p_H = \theta_H$ under an optimal contract.}
and in Case (IV) we have

\[ Y_f = qw_H + (1 - q)w_L, \]
\[ Y_c = -q\kappa + (1 - q)\beta(\hat{p}_L - p_L), \]
\[ R = qp_H + (1 - q)p_L. \]

We can now proceed exactly as in Case (II): Define \( \Gamma(Y_f) := A'(Y_f + Y_c)(R - Y_f) - A(Y_f + Y_c). \) If \( \Gamma(0) \leq 0, \) then the firm’s optimal expected payment will be \( Y^*_f = 0. \) Otherwise, \( Y^*_f > 0 \) and described by \( \Gamma(Y^*_f) = 0. \) The firm’s profit is

\[ \Pi = \begin{cases} A(Y_c)R & \text{if } \Gamma(0) \leq 0, \\ A(Y^*_f + Y_c)(R - Y^*_f) & \text{otherwise}. \end{cases} \]

For the case \( \Gamma(0) \leq 0, \) we obtain

\[ \frac{\partial \Pi}{\partial p_L} = A'(Y_c) \frac{\partial Y_c}{\partial p_L} R + A(Y_c) \frac{\partial R}{\partial p_L} > 0 \iff \frac{A(Y_c)}{RA'(Y_c)} > \frac{-\frac{\partial Y_c}{\partial p_L}}{\frac{\partial R}{\partial p_L}}. \]

Note that \( \Gamma(0) \leq 0 \) is equivalent to \( \frac{A(Y_c)}{RA'(Y_c)} \geq 1. \) Moreover, \( -\frac{\partial Y_c}{\partial p_L} < \frac{\partial R}{\partial p_L} \) in both Case (III) and Case (IV). Hence, \( \frac{\partial \Pi}{\partial p_L} > 0. \)

For the case \( \Gamma(0) > 0, \) again the Envelope Theorem applies and we obtain

\[ \frac{\partial \Pi}{\partial p_L} = A'(Y^*_f + Y_c) \frac{\partial Y_c}{\partial p_L} (R - Y^*_f) + A(Y^*_f + Y_c) \frac{\partial R}{\partial p_L} > 0 \]

\[ \iff R - Y^*_f = \frac{A(Y^*_f)}{A'(Y^*_f)} A(Y^*_f + Y_c) \left( \frac{\partial Y_c}{\partial p_L} + \frac{\partial R}{\partial p_L} \right) > 0, \]

which is again true because \( -\frac{\partial Y_c}{\partial p_L} < \frac{\partial R}{\partial p_L}. \)